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Structural versus Temporary Drivers of
Country and Industry Risk

Abstract

This paper analyzes the dynamarsd determinants of the relative benefits of geographical and industry
diversification over the last 30 years. First, we develop a new structural regime-switching volatility
spillover model to decompose total risk into a systematic and a country (industry) specific component.
Contrary to most other studies, we explicitly allow market betas and asset-specific risks to vary with
both structural and temporary changes in the economic and financial environment. In a second step,
we investigate the relative benefits of geographical and industry diversification by comparing average
asset-specific volatilities and model-implied correlations across countries and industries. We find a large
positive (negative) effect of the structural factors on country betas (country-specific volatility), especially
in Europe, while industry betas are mainly determined by temporary factors. Not taking into account the
time variation in betas leads to biases in measures of industry and country-specific risk of up to 33
percent. After correcting for this bias, we find that under the influence of globalization and regionial
integration, the traditional dominance geographical over industry diversification has been eroded, and
that over the last years geographical and industry diversification roughly yield the same diversification
benefits. Finally, our results indicate that the surge in industry risk at the end of the 1990s was partly (but
not fully) related to the TMT bubble.
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| Introduction

Given the large potential benefits of international diversification, should investors diversify their
portfolios primarily across countries or across industries? Until the mid-1990s, the answer to
this important question seemed crystal clear, as nearly all available evidence pointed towards
a clear outperformance of country over industry diversification (see Heston and Rouwenhorst
(1994) and Griffin and Karolyi (1998) among many others). The debate lit again in the second
half of the 1990’s, as more and more papers reported an increase in industry-specific risk large
enough to shift the balance in favor of industry diversification (see among others Baca et al.
(2000), Brooks and Cab (2000), Cavaglia et al. (2001), and Eiling et al. (2004)). The question
this paper wants to answer is to what extent the sudden relative increase in the potential of
industry diversification is permanent, i.e. the result of structural changes in the economic and
financial environment, or whether it is merely a temporary phenomenon. The answer to this
guestion is of obvious importance for portfolio managers deciding whether they should organize
their international allocation strategy on a country or industry basis.

From a fundamental perspective, time-varying economic and financial integration, both at a re-
gional and global level, arise as key candidates to explain a structural decrease in the potential
of geographical diversification. In fact, a large literature (see e.g. Longin and Solnik (1995),
Bekaert and Harvey (2000), Ang and Bekaert (2002a), Goetzmann et al. (2005), and Carrieri
et al. (2004)) has documented that equity market correlations tend to rise considerably when
markets become increasingly economically and financially integrated. Further economic inte-
gration should lead to a convergence in cross-country cash flows, while financial integration
results in a more homogeneous valuation of those cash flows. A reduction in exchange rate risk
may contribute further to an increase in international correlations (see e.g. De Santis and Gerard
(1998)). The latter channel is likely to be especially important in Europe, where 11 countries
introduced a single currency, the euro, in January 199%e effect of further integration on
industry risk and correlations is less clear. At the one hand, one would expect that global factors
will play an increasingly important role in pricing of securities (see e.g. Diermeier and Solnik
(2001)). In an integrated world, at the other hand, investors can increasingly focus on industry-
specific factors in their pricing of equities. While the first effect would, ceteris paribus, imply
increasing cross-industry correlations, the second effect may lead to the opposite.

The relative potential of geographical and industry diversification may, however, also vary with
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temporary factors. First, there is a large body of research documenting that correlations be-
tween international equity returns are higher during bear markets than during bull markets (see
Aydemir (2004), Das and Uppal (2004), Ang and Bekaert (2002a), Longin and Solnik (2001),
and De Santis and Gerard (1997) among others). Ferreira and Gama (2004), Hong and Zhou
(2004), Ang and Chen (2002) report similar evidence of asymmetric correlations between in-
dustry portfolios. To what extent asymmetric correlations affect the relative potential of geo-
graphical and industry diversification over time remains, however, unclear. Second, the recent
surge in industry risk may be an artifact of the emergence and burst of the Technology, Media,
and Telecom (TMT) bubble. Evidence by among others Brooks and Negro (2004) suggests that
the TMT bubble is at least in part responsible for the surge in industry-specific risk at the end
of the 1990s.

Previous studies analyzing the effect of structural (temporary) factors in the relative potential of
geographical and industry diversification have typically relied upon the dummy variable model
of Heston and Rouwenhorst (1994). More recently, Ferreira and Gama (2005) extended the
methodology of Campbell et al. (2001) to investigate the evolution of global, country, and local
industry risk over time. While both methods have a lot of attractive features, they both impose
assets (e.g. country and industry portfolios) to have a unit exposure to common market shocks.
Previous literature suggests, however, that the impact of both structural and temporary factors on
country and industry risk is likely to go specifically through time variation in market betas. First,
papers by Bekaert and Harvey (1997), Chen and Zhang (1997), Ng (2000), Bekaert et al. (2005),
and Baele (2005) show that an increase in the degree of economic and financial integration
leads to astructuralincrease in the countries’ global (and regional) market betas, and hence,
ceteris paribus, higher cross-market correlations and lower diversifiable risk. Second, there is
considerable evidence that market betas vary through time even in the absence of structural
shifts in the economy. For instance, evidence in Ferson (1989), Ferson and Harvey (1991),
Ferson and Harvey (1993), Ferson and Korajczyk (1995), Jagannathan and Wang (1996), and
more recently Santos and Veronesi (2004) indicates that betas are a function of economic state
variables. While Ghysels and Jacquier (2005) find only a limited role for macro-economic or
firm-specific variables, they do confirm that substantial time variation in market betas. Third,
Santos and Veronesi (2004) show that not only the level but also the dispersion in betas changes
over time. This effect is of particular importance in the context of this paper, as biases in
measures of geographical (industry) risk introduced by the assumption of unit or constant betas
will be especially large when the dispersion in betas is high (see further). Finally, industry
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betas may change through time as to reflect changing industry characteristics. For instance, the
market risk of European bank stocks may have increased after the liberalization of the European
banking market initiated by the 1989 Second Banking Directive. Similarly, betas of many of
the telecom stocks may now be higher compared to when these firms were still state owned.

The main contribution of this paper is that we analyze the relative potential of geographical and
industry diversification in a fully conditional setting that explicitly allows betas and conditional
volatilities to vary through time. In a first step, we estimate an extended version of the volatility
spillover model of Bekaert and Harvey (1997) on index returns from 4 regions, 21 countries,
and 21 global industries over the period 1973-2003. We make two methodological contributions
to the existing volatility spillover literature. First, we make the global (regional) market betas
conditional on both a number of structural economic instrumantsa latent regime variable.

This specification essentially combines the structural variables approach of Bekaert and Harvey
(1997), Ng (2000) and Bekaert et al. (2005) at the one hand, and the regime-switching spillover
model proposed by Baele (2005) at the other hand. The main advantage of this model is that it
allows for and distinguishes between structural and temporary changes in market betas. Second,
and new to the volatility spillover literature, we also add structural economic variables to the
traditional Asymmetric GARCH specification for the conditional asset-specific volatility. By
not including this channel, previous volatility spillover papers inherently assume that structural
increases in market betas leads to a systematic increase in the assets’ total risk, an implication
that - at least at the country and industry level - contradicts most previous evidence (see e.g.
Ferreira and Gama (2005)). By including structural instruments both in the beta and the volatil-
ity, we allow structural changes in the betas to have a compensating effect on asset-specific
volatility.

Based on the estimates of our structural regime-switching spillover model at the regional, coun-
try, and industry level, we calculate and compare two indicators of diversification potential.
First, we investigate whether the relative size of average idiosyncratic volatility at the regional,
country, and global industry level has changed over time. Investors will want to pursue strategies
that maximally reduce their exposure to idiosyncratic risk. A relative increase in the potential of
industry diversification would be consistent with a relative increase in average industry-specific
relative to country-specific idiosyncratic volatility. Second, we analyze how the correlation
structure implied by our model estimates has changed over time. A structural increase in cross-
country correlations that is not matched by a similar increase in cross-industry correlations
would be a further confirmation of a relative increase in the potential of industry diversification.
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Finally, we theoretically and empirically investigate to what extent the results from previous
research is biased by the typical assumption of unit or constant market betas.

The (main) results of this paper can be summarized as follows. First, we find that the assumption
of unit and constant betas is strongly rejected both at the country and industry level. Structural
instruments have a large effect on the market betas of most countries, and lead, especially in
Europe, to a substantial increase in both global and regional maket betas. The time variation
in the industry betas, at the other hand, seems mainly driven by temporary factors. A similar
pattern is found in the volatility specification: While our structural instruments lead to a sub-
stantial reduction in country-specific risk for many countries, we do not find such effects for
industry-specific risk. Second, we investigate to what extent previous measures of geographical
and industry diversification potential are biased by their implicit assumption of unit or constant
betas. We find that the bias in measures of average country and industry-specific risk is poten-
tially large, i.e. exceeding 30 percent. The bias in industry-specific risk is generally below 10
percent, but rises to 33 percent in the period corresponding to the the TMT bubble. For coun-
tries, the bias is especially large in the early 1970s and during 1985-1995. Interestingly, it was
specifically during the latter period that previous studies found the benefits from geographical
diversification to be far superior to those from industry diversification, while the opposite was
true in the period corresponding to the TMT bubble. Third, after correcting for these biases, we
find that over the last 30 years average country-specific risk was typically substantially higher
than average industry-specific risk, confirming previous results on the superiority of geograph-
ical over industry diversification. At the end of the 1990s, however, we observe a strong rise in
the level of industry-specific risk, an increase that is only partially matched by an increase in
country-specific risk. Industry-specific risk surpassed country-specific risk briefly in 1999-2001
period, to stay at similar levels from 2003 on. A similar pattern emerges from a comparison of
model-implied cross-country and industry correlations. While over the last 30 years cross-
country correlations were typically below cross-industry correlations, the structurally-driven
convergence of cross-country betas towards one and the corresponding decrease in country-
specific risk resulted in a gradual increase in cross-country correlations. From 2000 on, average
correlations across countries and industries fluctuated roughly at the same level. Finally, we
carefully analyze whether the convergence of geographical and industry potential is not a pure
artifact of the TMT bubble, and find this to be not the case.

The remainder of this paper is organized as follows. Section Il develops a structural regime-
switching methodology that allows both betas and idiosyncratic volatility to vary with both
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temporary and structural factors. Section Ill describes the stock return data as well as the
structural instruments used in the estimation process. Section IV discusses the estimation results
from the volatilty spillover model. In Section V, we analyze the portfolio implication of our
model estimates. Finally, Section VI concludes.

Il A Structural Regime-Switching Volatility Spillover Model

In this section, we develop a volatility spillover model that decomposes total volatility at the
regional, country, and global industry level in a systematic and an idiosyncratic component.
To correctly separate systematic and idiosyncratic risk, we allow the exposures to global and
regional market shocks to vary with both structural and cyclical changes in the economic envi-
ronment.

A Model Specification

Consider the vector of return$g =(7, ¢, 7regt, Teit, Tgit) - 1HiS VECtOr contains respectively the
world equity market returm,,;, N,., regional equity market returns.,;, N. country returns
.+, and N, global industry returns,; .. The return vector, has an expected component_;
and an unexpected componentso thatr, = u,;—; +¢,. We decompose the unexpected return
as follows:

gt = Oy_164. (1)

wheree;, =(ey1, €regts €ct, €4i) TEPresent the asset-specific shocks. The m&dix , deter-
mines to what extent timé shocks in one asset class spill over to other asset classes. We
propose the following structure f@,;_ :

]- OlXNre_q OlXNC OIXNgi
w
9 _ reg,t INreg ONregXNc ONregXNgi 2
g = | 7 2)
/Bc,t FNCXNreg:t INc ONCXNgi
w
| /6g’i,t ONg'LXN'reg ONgiXNc INg'L ]

The matrix® hasl + N,., + N, + N, rows and columns. Global market shocks (first line
of ®) are assumed to be exogenous. At a regional level (second li,0fve decompose
the total return shock,.,, in a region-specific shock,.,, and a spillover from world equity
markets. The dependence of the regional shagks on world shocks is determined by the

Nyeg x 1 vectory;, ;. This model corresponds to the volatility spillover model of Bekaert and
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Harvey (1997). The third line decomposes country shocks into a country-specificesharid

a spillover from respectively the world and the region the country belongs to. The exposure of
country shocks.; to global market shocks is governed by thNg x 1 vector3y,. The matrix
I'n.xn,.,+ determines the relationship between the country sheckand the regional shocks.

We suppose that a country is exposed only to return shocks in the region it belongs to. As a
consequence, each rowlf;, . v,.,.. consists of zeros except for the element that corresponds to
the relevant region, in which case the parameter eqjals This specification corresponds to

the two-factor volatility spillover model of Ng (2000), Bekaert et al. (2005), and Baele (2005).
The main advantage of this specification is that it allows to differentiate between global and
regional integration. Notice, moreover, that this model collapses to the world volatility spillover
model of Bekaert and Harvey (1997) whgfi’ = 0, and to the volatility decomposition of
Ferreira and Gama (2005) whefi,? = 0 and 3y, = 1. Finally, global industry shocks (fourth

line of ®) are separated in a global industry-specific shegk and a world influence. The

dependence of global industry shocks on world shocks is determined By tiel vectorf;; ,.

The existing spillover literature has made the global (regional) market betas time-varying by
making them conditional on some structural information variables (see e.g. Bekaert and Harvey
(1997), Ng (2000) and Bekaert et al. (2005)) or on a latent regime variable (see Baele (2005)).
Both specifications individually are, however, potentially misspecified. While the first approach
allows betas to change with structural changes in the economic and financial environment, it
cannot accommodate cyclical variation in the betas. The second approach does allow betas
to vary over the cycle, but is less suited to deal witrmanentthanges in market betas. A

first methodological innovation of this paper is that we condition the global (regional) market
betas both on a number of structural economic instruneemds latent regime variable, hereby
allowing for both structural and cyclical changes in market betas. The general specification for
the global (regional) market betas is given by:

?ﬂn;b,t = 7?$<STm7t) + ﬁ?:nanm,tfl (3)

where subscriptm = {w, reg, gi} indicates the market (industry) where the shocks originate,
and subscriptm = {reg, c, gi} the receiving market (industry). The latent regime variables
Symt, the instrumentsy,.,,, ;_1, and the sensitivity to the instruments are all allowed to be dif-
ferent for each receiving market or industry.

A second methodological contribution of this paper is that we allow structural changes in the
market betas to have a feedback effect on the level of asset-specific conditional volatility.For

8



instance, for a constant level of total volatility, one would expect an increase in market betas to
have a dampening effect on the level of idiosyncratic volatility. Methodologically, we assume
the asset-specific shocks to be distributed as follows:

€t ~ N (07 Et)

where=; = diag (h, ;) andz = {w, reg, ¢, gi} . We assume hence that all covariance between
the asset returns is accommodated through the respective (time-varying) betas and asset volatil-
ities. In its most general form, the conditional volatility for assét given by:

hopy = 2Q 1+, 0 (Szt)+wz,l (S;/,t) 5g7t—1+wz,2 (SZt) hep—1+1.3 (S:Zt) €§,t_1[{€z,t71 < 0}

(4)
WhereSXt is a latent regime variable governing the volatility state. The vea@tat contains a
number of information variables that may affect the level of the conditional asset return volatil-
ity. I{e.:—1 < 0} is an indicator function that takes on the value of 1 whep; < 0 and
zero otherwise. In the case of one regime ane- 0, this model collapses to the asymmetric
GARCH model of Glosten et al. (1993). Similarly, a regime-switching GARCH model is ob-
tained whene = 1, 5 = 0. If one furthermore assumes that, = v, , = 0, the model reduces
to a regime-switching normal model. Notice that a (regime-switching) (asymmetric) GARCH
model is inherently a stationary model. By including structural instrum@ptsin the variance
specifications, we allow for structural change in an otherwise stationary conditional volatility
model. This constitutes an important part of our model, as it allows a structural change in the
exposure to systematic risk to be associated with a change in the level and dynamics of idiosyn-
cratic risk. This additional channel is generally omitted in the (volatility spillover) literature.
We choose for a regime-switching volatility specification for two reasons. First, a number of
recent papers show that regime-switching volatility models are better suited for dealing with
spurious persistence often observed in GARCH estimates (see e.g. Lamoureux and Lastrapes
(1990), Hamilton and Susmel (1994), and Cai (1994)). Second, regime-switching models typi-
cally accommodate some of the nonlinearities that may show up in higher order moments, such
as skewness and kurtosis, as well as asymmetric volatility (see e.g. Perez-Quiros and Timmer-
mann (2001)).

A correct identification of the various shocks also requires an appropriate specification of the
expected market, industry, and country returns. To separate as much as possible the time-
variation in world shock sensitivities from those in expected returns, we propose the following



expected return specification:
Hzt—1 = Yz,0 + PYzthl (5)

where Z,_, represents a vector of information variables part of the informatiofi2sat that
have been shown to predict equity returns.

B Estimation procedure and Specification Tests

To keep estimation feasible, we use a three step procedure. First, we estimate the global market
shocks. Second, we relate the different regional and global industry returns to the market shocks
obtained in the first step. To keep the estimation tractable, we estimate all specifications region
(industry) by region (industry). Third, we relate country shocks to both world and regional
shocks. As in the second step, we estimate the specification for each country individually. All
estimates are obtained by maximum likelihood.

1 Specification of the Transition Probability Matrix

To limit the number parameters to be estimated, we put some additional assumptions on the
general model outlined in Section A. First, we allow for regime-switches in the A-GARCH
parameters only in the conditional variance specification of the world shocks. For the other
series, we resort to a specification that contains both structural instruments and A-GARCH.
Second, at the country level, we impose the same latent regime variable on both the global and
regional market beta, ofy, = S.;’. Notice that this does not mean that we impose global
and regional shocks to have the same evolution over time, as global and regional betas are
still allowed to have a specific exposure to global (region)-specific structural instruments. By
making these two assumptions, we limit the number of latent regime variables per asset to one.
By additionally assuming that each latent variaBlg, ;, with rm = {reg, ¢, gi}, can take only

two states, the specification for the transition probability matrix is conveniently given by

P 1-P
1-Q @

I =

where the constant transition probabilities are giveniby= prob (S; =1|5;-1 =1), and

P = prob(S; = 2|S;_1 = 2).The maximum likelihood algorithm first introduced by Hamil-

ton (1989) is used for the estimation of the regime-switching beta specifications, and the one of
Gray (1996) for the regime-switching A-GARCH models.
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2 Specification Tests

In Section A, we presented a very general volatility spillover model. In practice, however, we
may not need all the flexibility offered by this complex specification. To differentiate between
various restricted versions of this model, we use three types of specification tests, namely (em-
pirical) likelihood ratio tests, a GMM test of normality of the standardized residuals, and a
regime-classification measure. Conditional on the optimal models, we do two additional tests.
First, we investigate whether there is any residual correlation left between the regional, industry,
and country shocks. Second, we test whether the market-weighted sum of respectively regional
and global industry betas is equal to one.

Likelihood Ratio Tests To distinguish between nested models, we use standard Likelihood
Ratio tests. Unfortunately, standard asymptotic theory does not apply for tests of multiple
regimes against the alternative of one regime because of the presence of nuisance parameters
under the null of one regime. Similar to Ang and Bekaert (2002a), we use an empirical likeli-
hood ratio test. In a first step, the likelihood ratio statistic of the regime-switching model against
the null of one regime is calculated. Secondseries (of lengtl’, the sample length) are gen-
erated based upon the model with no regime switches. For each &f$keees, both the model

with and without regime switches is estimated. The likelihood values are stored in respectively
Lrs and L yrs. For each simulated series, as well as for the sample data, the Likelihood Ratio
(LR) test is calculated aBRyrs.rs = —2log (Lyrs — Lrs) . Finally, the significance of the

LR test statistic is obtained by calculating how many of the LR test values on the simulated
series are larger than the LR statistic for the actual data.

Test on Standardized Residuals To check whether the models are correctly specified, as
well as to choose the best performing model, we follow a procedure similar to the one proposed
by Richardson and Smith (1993) and Bekaert and Harvey (1997). Standardized residuals are
calculated aﬁm = e, /h.+. Under the null that the model is correctly specified, the following
conditions should hold:

@ E[.0.,-5] =0 (b)B[(¥?, —1)(¥?,_, —1)] =0

forj =1,...7,andz € {w;reg=1,...,Nyey;c=1,...,N.gi =1,..., Ny} . Conditions (a)
and (b) test respectively for serial correlation in standardized and squared standardized resid-
uals. Test statistics are obtained through a GMM procedure similar to Bekaert and Harvey
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(1997), and are asymptotically distributed-@swith 7 degrees of freedom. Similarly, to in-
vestigate skewness and excess kurtosis, we test whether the following orthogonality conditions
hold:

(B2 =0 (dE[D:, ~3]=0

Both tests are?(1) distributed. Finally, to test whether the different volatility models capture
volatility asymmetry, we check the validity of the following orthogonality conditions:

(@ E[(92, DI {1 <0} =0 (@ B0, — VI {d.q1 < 0} Dopy =0
(M E[(92, — )1 {éZ,H > 0} Dorr =0

These conditions correspond to respectively the Sign Bias test, the Negative Sign Bias test, and
the Positive Sign Bias test of Engle and Ng (1993). The joint test is distributgd adth 3
degrees of freedom.

Regime Classification Measure Ang and Bekaert (2002b) developed a summary statistic
which captures the quality of a model’s regime qualification performance. They argue that a
good regime-switching model should be able to classify regimes sharply. This is the case when
the smoothed (ex-post) regime probabilittgs = P (S, = j|Q2r) are close to either one or
zero. Fork = 2, the regime classification measuR(QM) is given by

T
1
RCM = 400 x > p(1—p) (6)

t=1
where the constant serves to normalize the statistic to be between 0 and 100. A perfect model
will be associated with a RCM close to zero, while a model that cannot distinguish between
regimes at all will produce a RCM close to 100. When the model contains more than one
regime variable, we use the extended RCM measure developed in Baele (2005).

Il Data

A Stock Return Data

The dataset consists of weekly US dollar denominated total return indices and market capi-
talizations for 4 regions, 21 countries, and 21 global industries (see Table 1) over the period
January 1973 - November 2003. Given their size, both the US and Japanese markets are treated
as regions. All indices are value-weighted and are obtained from Datastream International. Our
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sample contains 14 European countries, both from within and outside the EMU, 4 Pacific coun-
tries, as well as Canada, Japan, and the US. The industry classification is based on the broad
distinction of 36 economic industries according to the FTSE Actuaries Classification System.
To make our results on countries and industries as comparable as possible, we reduce the num-
ber of industries to 21, the number of countfieEhe Datastream indices cover approximately

80% of the total market capitalization. To compute excess returns we make use of the US 1-
Month Treasury Bill rate as the risk free rate. The world portfolio we use is value-weighted and

is restricted to the countries in our sample.

Table 2 shows some descriptive statistics on the weekly excess returns of respectively the re-
gional and country portfolios (Panel A) and the global industry portfolios (Panel B). Means
and standard deviations are expressed as percent pér yefirst observation is that country
returns are on average more volatile than industry returns. For instance, 13 of the 21 countries
have an (average) annual volatility above 20 percent compared to only 4 out of 21 industries.
Not surprisingly, the world portfolio has the lowest volatility (about 14 percent) except for the
Utilities and Food & Tobacco industries. The large difference in volatility between the global
market and country portfolios suggests an important role for international diversification in re-
ducing portfolio risk. The relatively smaller difference between global market and industry risks
would suggest that country diversification has more potential than industry diversification. In
what follows, we will investigate whether the results from this unconditional analysis are also
representative for the present period.

Table 3 provides some preliminary evidence on the correlation between regional, country, and
industry returns. The diagonal of the left panel contains the average unconditional correla-
tion within regions, industries, and countries. Interestingly, average intra-industry correlations
(58%) are considerably higher than average country (41%) and regional (42%) correlations,
a further confirmation that over the last 30 years, the potential of geographical diversification
was on average larger than of industry diversification. The first row of the left panel reports

30ur number of industries keeps a balance between the Datastream’s relatively restricted level-3 industry clas-

sification (10 industries) and their level-4 classification (36 industries).
40ther distributional statistics in Table 2 show that most country and industry portfolios are negatively skewed

and display a high degree of kurtosis. The Jarque-Bera test rejects the null hypothesis of normally distributed
returns for all portfolios at a 1 percent significance level. The Ljung-Box test indicates significant autocorrelations

for all portfolios, while an ARCH test reveals strong heteroscedasticity for all portfolio returns, and hence the need
for a conditional volatility model.
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the average correlation of regions, industries, and countries with global market returns. Mar-
ket correlations are typically much higher for industries (76%) than for countries (52%). The
off-diagonal elements in row 2 and 3 indicate that there is considerable correlation across the
various asset classes, suggesting an important role for global market returns as a common fac-
tor. Finally, the right panel of Table 3 reports the average within-region, within-industry, and
within-country correlations over different subperiods. The results seem to indicate an increase
in the average within-countries’ correlation, and a decrease in the average within-industries’
correlation.

B Structural Instruments

One of the goals of this paper is to investigate to what extent globalization and regional integra-
tion have structurally changed the correlation structure of international equity market returns,
both across countries (regions) and industries. We allow the (gradual) process of further inte-
gration to affect cross-asset correlations by conditioning both the global (regional) market betas
and the conditional volatility process on a number of structural economic variables. We focus
on two main information variables, namely a trade and an alignment measure. All measures are
available at the regional, country, and industry level.

1 Trade Integration

At the country level, the trade integration measure is calculated as the ratio of imports plus ex-
ports over GDP. The empirical model distinguishes between global and regional market shocks,
and so does our trade measure. More specifically, the trade integration measure entering the
regional market beta only considers the country’s trade with other countries within the region
the country belongs to. Similarly, the trade variable entering the global market beta contains
the country’s trade with all countries outside its region. In the same spirit, our trade integration
measure at the regional level is calculated as the sum of exports and imports of the region with
the rest of the word over the region’s GDP. All data is quarterly and has been obtained from the
OECD’. Previous studies have successfully linked similar trade integration indicators to cross-
country equity returns. Chen and Zhang (1997) for instance found that countries with heavier
bilateral trade with a region also tend to have higher return correlations with that region. Bekaert
and Harvey (1997), Ng (2000), Bekaert et al. (2005), and Baele (2005) found that the exposure

5The Import and Export data are from the module ‘Monthly Foreign Trade Statistics’ from the OECD. All data
is seasonally adjusted and converted from a quarterly to a weekly frequency through interpolation.
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of country returns to global (regional) equity market typically increases with measures of trade
integration. Trade integration may also proxy for financial integration, and hence a convergence
of cross-country risk premiums. For instance, Bekaert and Harvey (1995) found that countries
with open economies are generally better integrated with world capital markets.

This study is the first to our knowledge to investigate the effect of trade openness at the industry
level on industry betds We measure industry trade openness by calculating the ratio of the
industry’s trade relative to its value added. Both the trade and production data is obtained
from the STructural ANalysis (STAN) database of the OECDheory gives little guidance

on the expected effect of trade openness on industry betas. On the one hand, further trade,
especially with other industries, may increase the industry’s exposure to global market shocks.
For instance, Diermeier and Solnik (2001) found that the sensitivity of firm-level stock returns
to global market shocks is positively related to the firms’ foreign to total sales ratios. On the
other hand, further integration, here instrumented by industry openness, may induce investors
to focus more and more on industry-specific factors. The effect of the latter channel on betas is,
however, unclear.

The evolution of the trade integration measures is depicted in Table 4, for industries and regions
in Panel A and for countries in Panel B. Trade has increased during the last 15 years for regions,
countries as well as for industries. For most countries, especially in Europe, within-region trade
is substantially more important than trade with other countries.

2 Misalignment

At the regional and country level, equity market returns could deviate because of differences
in the index’ industrial composition, as pointed out by e.g. Roll (1992). This means that as
the industrial structure of a region or country gets more aligned to that of another region or
country, the returns of the equity portfolios should become more similar. Moreover, as the
industrial structure of a particular region or country resembles that of the world portfolio, the
equity portfolio of that region or country should behave in a similar way as the world portfolio.
This implies that the world beta of regions and countries should should converge to levels closer
to one as industry misalignment decreases. The misalignment of the industrial composition of

6Campa and Fernandez (2004) use a similar measure to explain industry effects within the Heston and Rouwen-

horst framework.
"Industry trade data is available for traded-goods industries and at the yearly frequency only. We transform the

trade variable to the weekly frequency by means of interpolation. Traded-goods industries are defined in Table 1.
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regions/countries relative to the world is measured as the square root of the mean squared errors
between industry weights, i.e.

Nre reg(c w 2
Kregot = \/Zilg (wi " - Wi > ’ @

whereN,., is the number of industries,}*’”’ the weight of industryi in regionreg (country

c) andw}” the weight of industry in the world. Weights are computed as the market capital-
ization of a certain industry in a particular region (country) to the total market capitalization in
that region (country). Market capitalizations are obtained from Datastream International. For
countries, we also compute the misalignment of the industrial structure of the country relative

to the region it belongs to.

As in Carrieri et al. (2004), we construct a measure for the (mis)alignment of the regional
(country) composition within a industry relative to the regional (country) composition of the
world portfolio. An industry which is mainly located in one region (country) is likely to be less
affected by world shocks, especially when the particular region (country) only makes up a small
part of the world. The regional (country) misalignment measure is computed as in equation 7.
We expect the world beta of a industry to be negatively related to the misalignment measure.

Table 4 reports some descriptive statistics for the misalignment measure. Panel A shows the
results for regions and industries, Panel B for the different countries. The industrial misalign-
ment of Europe, the Pacific, and Japan has decreased substantially over the period 1973-1996.
In all three regions, though, we observe a substantial increase in the period 1997-2004. We
suspect this increase is at least partially due to the TMT bubble. Misalignment in the US is
relatively low over most of the sample, except in the period following the 1987 crash, when it
increases substantially. The countries generally follow the evolution of the region they belong
to, even though there is considerably cross-sectional variation even within regions. For most
industries, we observe a substantial amount of variation in the misalignment measure over time.
We do find evidence of a structural decrease for the sectors Media, Telecom, Utilities, Banks,
and Investment Companies, but an increase for Automobiles and Parts.

IV Estimation results for Structural RS Spillover Model

This section summarizes the main estimation results for the structural regime-switching model
outlined in Section Il. Section IV.A discusses the estimation results for the world market return
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model. Sections IV.B and IV.C report estimates for the spillover model at respectively the
regional - industry and country level.

A World Market Return Models

Since the work market shocks and variances are critical inputs in the regional, country, and
global industry models, it is important to select the best model possible. Given the focus of
this paper and the relatively low degree of predictability in weekly refme direct most of

our efforts to finding the correct specification for the conditional variance. More specifically,
we estimate the most general conditional volatility model defined in equation 4 as well as re-
stricted versions of it. After a careful analysis of the specification tests outlined in Section 2,
we withhold the Regime-Switching Asymmetric GARCH (RS-AGARCH) specification as our
best modé. The specification tests indicate that this model outperforms more restricted models
especially in accommodating asymmetric volatility and kurtosis. The Likelihood Ratio statistic
for a test of a RS-AGARCH model against the alternative of an asymmetric GARCH and a
regime-switching normal model are respectively 57.7 and 58.5. While these statistics do not
follow a standard distribution, the increase in the likelihood value seems substantial enough to
reject the restricted models in favour of the RS-AGARCH mé&tel

The first row of Table 5 reports the specification tests in more detail. We cannot reject the
null hypothesis that the standardized residuals obtained from the RS-AGARCH model exhibit
no fourth-order autocorrelation in both the standardized and squared standardized residuals,
no asymmetry, and no remaining skewness (at 5 percent level) or excess kurtosis. Moreover,
the regime classification measure (RCM), as discussed in Section 11.2, indicates that the model
distinguishes very well between regimes

Panel A of Table 7 reports the estimation results for the RS-AGARCH model. We find strong
evidence for the existence of a high and a low volatility state. The GARCH intercepts would

8The expected exces world market return is modelled as a linear function of lagged values of the US short rate,
dividend yield, term spread, default spread, as well as own returns. We find some evidence of predictability for

dividend yields and the default spread.
9Detailed results for all models are available upon request.
10The complexity of the Regime-Switching Asymmetric GARCH model prevents us from performing an Em-

pirical Likelihood Ratio test.
1The Regime Classification Measure equals 34.96, implying that on average the most likely regime has a

probability of about 90 percent.
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imply the level of volatility to be more than two times higher in the high volatility sfate

The estimation results contain a number of interesting findings. First, as can be seen from the
transition probabilities, both volatility regimes are highly persistent, the low volatility regime
slightly more so than the high volatility regime. Second, the estimate of the GARCH parameter
decreases considerably when regimes are allowed for, namely from 0.88 in the AGARCH model
to about 0.63 in the case of a RS-AGARCH model. This suggests that the persistence in stock
market volatility is also caused by the persistence in the volatility regime and only partly by the
within-regime volatility persistence. This confirms previous findings by Hamilton and Susmel
(1994). We do not find evidence, however, that persistence is lower in the high volatility regime.
Third, we find substantial differences across regimes in the way the conditional volatility reacts
to (negative) shocks. While both the ARCH and asymmetry parameters are insignificant in the
low volatility regime, both are strongly significant in the high volatility state. Interestingly, in
the high volatility state, the conditional volatility increases strongly with negative shocks, but
actually decreases in response to positive news. This further underlines the need to allow for
multiple regimes in conditional volatility models.

Finally, we also test for the effect of globalization on the level of world market volatility by
including respectively a time trend and the ratio of world trade over GDP in the RS-AGARCH
specification. Conform with the findings of e.g Schwert (1989), we do not find evidence of an
upward of downward trend in global market volatility.

Figure 1 plots the smoothed probability of being in the high volatility state. The smoothed
regime probability is always close to either zero or one, confirming that the states are clearly
identified. Most of the time, the process wanders in the low volatility regime, to switch for short
periods of time to the high volatility regime. Peaks coincide with the debt crisis in 1982, the
October 1987 stock market crash, and the economic crisis at the beginning of the 1990s and the
2000s. Not surprisingly, the financial crises in Asia and Russia and the LTCM debacle also had
a strong impact on market volatility.

B Regional and Global Industry Return Models

At the regional and global industry level, we decompose unexpected returns into a global mar-
ket component and an idiosyncratic shock. We choose among three classes of models, namely
unit beta, constant beta, and time-varying beta models. For the latter, we test whether the time

12A simple Wald test points out that this difference is highly significant.
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variation in the betas is best described by structural instruments, by a latent regime variable,
or by a combination of both. We choose the best model using a battery of (empirical) Likeli-
hood Ratio tests as well as a number of specification tests. When the compared models are not
nested or results are ambiguous, we follow Pagan and Schwert (1990) and choose the model
with the highestR? for a regression of the realized variance, proxied by the squared returns
r2, on the predicted total variancéwﬂf)2 o2, + 02,), wherez = {reg,gi} . Conditional on

the choice for the dynamics of the market beta, we investigate whether adding additional in-
struments and/or a latent regime variable improves the specification of the conditional variance
relative to a standard AGARCH model.

Panel A of Table 5 presents the specification tests for the selected models as well as a number
of likelihood ratio tests for the four regions in our sample. The first column reports the selected
model. For all regions, we find strong evidence in favour of a time-varying world market beta.
Using an empirical likelihood ratio test, we reject the null hypothesis of no regime switches

in the market betas at the 1 percent level for all regions. For Europe, Japan and the US, the
specification of the betas improves further when instruments are added to the regime-switching
beta model. For these regions, the instruments also have a significant influence on the volatility,
resulting in a regime switching beta model with instruments in beta and volatility as best per-
forming model. For the Pacific, we retain the regime-switching beta model without instruments
in neither the conditional beta nor volatility specification. The specification tests are generally
in favour of the models chosen. For Japan and the US, though, we cannot reject the null hypoth-
esis of zero skewness and excess kurtosis. Finally, the regime-classification measure indicates
that the regimes in the regional betas are clearly distinguished.

Panel B of Table 5 presents the results for the global industries. For all industries, the null
hypothesis of unit or constant betas is rejected in favour of time-varying betas. An empirical
likelihood ratio test strongly rejects the constant beta model in favour of a regime-switching
specification. Moreover, for 13 of the 21 industries, instruments have an additional effect on
the betas. The instruments in the volatility specification are only statistically (economically)
significant in 4 (2) out of 21 cases (see last column), contrary to the regions where 3 out of 4
where significant. This gives a first indication that regional volatility appears to be more driven
by structural factors than industry volatility. Except for kurtosis and in some cases skewness,
the standardized residuals of the best performing models are generally well specified. The
classification measures imply regime probabilities ranging from 0.80 to 0.98, clearly pointing
to well identified states for all industries.
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Tables 6 and 7 report the estimation results for respectively the beta and variance specifica-
tions. Panel A contains the results for regions, Panel B for the global industries. In our dis-
cussion, we first focus on betas and then on volatilities. As can be seen from Table 6, Panel
A, regional market betas differ significantly over regimes, both statistiéallyd economically.

More specifically, the percentage difference between the low and high betas ranges from 39
percent for the US to 122 percent for Japan. As mentioned before, for Europe, Japan, and the
US, time-variation in the market betas is not only driven by the latent regime variable, but also
by trade integration and industry misalignment. The European market beta is positively and
significantly related to the trade integration measure, suggesting that globalization made Eu-
rope more exposed to global shocks. This result seems, however, to be specific for Europe, as
the Japanese market beta appears to be negatively related to the trade integration variable. A
similar result is found for the US, even though the effect is only marginally significant. The
second structural instrument, industry misalignment, has the expected negative relationship for
all regions, and is strongly significant in the US and marginally significant for the European
betas. This indicates that betas tend to decrease when a region becomes increasingly different
in its industrial structure from global markets.

Panel A of Table 6 also reports the evolution of the betas over different subpgérictse
European market beta has increased substantially, from about 0.72 in the period 1973-1982 to
about 0.91 in the period 1997-2004. The lowest betas (about 0.45) were observed in the early
1970s, the highest ones (about 1.2) during the period coinciding with the burst of the TMT
bubble. Given its size, it is not surprising that the US market beta is close to one during most
of the sample, the exception being the period 1988-1992, when the beta was substantially lower
than one (about 0.71). The beta of Japan is rising substantially from about 0.3 in the early 1970s
to about 1.6 in the mid-1990s. The global market beta decreased substantially (to about 0.7)
after 1995, a period during which Japan faced a prolonged economic crisis. Finally, the Pacific’s
global market beta is driven mainly by cyclical movements, being higher in downturns than in
upturns.

As can be seen from Table 6, Panel B, also industry betas tend to be statistically and econom-
ically different across regimes. An empirical likelihood ratio test rejects the null hypothesis
of constant betas for all industries. The trade variable has a statistically significant effect on

13Using a Wald test, we reject the null hypothesis that betas are idential across states at the 1 percent level for

all regions.
14plots of the time-varying betas are available upon request.
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the betas of four industries, even though the effect is only economically important for the IT
(Hardware) industry. The effect of our country misalignment measure on the other hand is neg-
ative and significant for 10 industries. Panel B of Table 6 also reports the industry betas for a
number of subperiods. A first important observation is that industry betas are relatively close to
one over all different subperiods. Second, most industry betas do not show a tendency in either
direction. The only exceptions are the Telecom and Banking industry, which have witnessed a
gradual increase in their market betas. Third, we observe a strong increase in the betas of the IT
(both hardware and software) industry at the end of our sample period. The effect is, however,
less pronounced for the other TMT industries, namely Media and Telecom, suggesting that a
large part of the effects of the TMT bubble can be traced back to the IT sector.

In Table 7, we analyze to what extent the structural change in market betas observed for many
regions and global industries is associated with a structural change in the level of idiosyncratic
risk. To investigate this possibility, we allow the trade and alignment instruments to also enter
the conditional variance specification. Panel A shows the results for the different regions. For
Europe, we find a statistically significant decrease in the level of idiosyncratic volatility due
to increasing trade integration and industry alignment. The rise in the European market beta
and the corresponding decrease in European-specific volatility imply a relative shift from idio-
syncratic to systematic risk, and hence a reduction in diversification potential. Both for Japan
and the US, we find the level of idiosyncratic volatility to be positively and significantly re-
lated to the industry misalignment indicator. The trade variable is statistically significant for the
US, but has the surprising positive sign, suggesting that trade increased rather than decreased
US-specific volatility. Panel B contains the estimation results at the industry level. We find
little evidence that increasing industry trade and country alignment had an important effect on
the level of industry risk. The trade and alignment variables are statistically and economically
significant only for respectively the IT (Hardware) and household industries.

The right-hand side of Panel A of Table 7 reports average region-specific volatilities over a
number of subperiods. For Europe, the Pacific, and Japan, we find an important decrease in
the level of idiosyncratic volatility over the period 1973-1996. Despite the structurally-driven
decrease in the level of idiosyncratic risk, large market shocks pushed up volatility substantially
in the period 1997-2004, especially in Japan. The level of US volatility is considerably lower
than in the other regions, especially relative to the Pacific and Japan. The relatively low level of
US-specific volatility is in part explained by the fact that the US constitutes a large part of the
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global market portfolio, i.e. most of its total risk is systematic by construttidnterestingly,

the period of relatively high US-specific volatility corresponds to the time when the US market
beta was relatively low, i.e. in the aftermath of the 1987 crash. As a conclusion, the reduc-
tion in the fundamental level in region-specific risk would suggest that the benefits of regional
diversification strategies have structurally decreased over time.

The evolution of industry-specific risk is reported in the right-hand side of Panel B of Table
7. A first observation is that idiosyncratic volatility at the industry level is typically lower
than for regions, suggesting that the potential of industry diversification is indeed lower than of
geographical diversification. However, during the period 1997-2004, industry-specific risk has
increased substantially more than region-specific risk. We will investigate these patterns and
their implications for optimal diversification strategies in more detail in Section V.

C Country Return Models

This section discusses the results for a decomposition of country return shocks in a global,
regional, and country-specific component. As for regions and global industries, we distinguish
between three classes of models, namely unit beta, constant beta, and time-varying beta models.
Finally, we also test for structural shifts in the level of country-specific volatility by allowing
structural instruments to enter the conditional variance specification.

Panel C of Table 5 reports a number of likelihood ratio tests. First, for all countries, an empir-
ical Likelihood Ratio test rejects the null hypothesis of no regimes in the global market betas
at the 5 percent level. Second, for all countries except New Zealand and Norway, we find
strong evidence that the instruments add information to the beta beyond a regime switch. As
a consequence, in line with the results for the regions, the systematic risk component of the
countries appears to be driven also by structural factors. Finally, the inclusion of structural
instruments in the volatility specification is justified in 11 out of 19 countries, suggesting that
structural changes in the economic environment did not only affect betas but also the level of
country-specific volatility.

The specification tests for the optimal model, reported in Table 5, shows that the standardized
residuals and the squared standardized residuals do not exhibit fourth-order autocorrelation,

1SAnother potential explanation for the relatively low level of US equity market volatility is that the volatility in
other regions is pushed upwards by exchange rate risk, even though we expect this effect to be small.
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except for two cases. Moreover the asymmetry is captured very well. There is, however, some
remaining skewness and especially kurtosis. The Regime Classification Measure indicates that
the selected models distinguish sufficiently well between redies

Panel C and D of Table 6 detail the beta estimations. As can be seen from Panel C, the within-
regime betas differ substantially across regimes. According to a Wald test, the global and re-
gional market betas are statistically different from one another in respectively 13 and 17 of the
countries. Confirming the regional analysis, the betas of many European countries are not only
driven by a latent regime variable, but also by the structural trade variable. Here we can differen-
tiate between extraregional and intraregional trade. The former impacts the world market betas
and is a measure for the degree of world globalization. The latter impacts the regional betas and
proxies for economic regional integration. For the euro area countries, the trade variable has a
positive and significant effect on the global beta for all countries except Austria and*Spain

For Austria, France, Germany, and the Netherlands, trade has an additional positive and signif-
icant effect on the regional market beta. For the other European countries, we find a significant
influence of the trade variables for Denmark, Sweden, and Switzerland, but not for Norway and
the United Kingdom. Outside Europe, the trade variable has very little effect on both global
and regional market betas. The stronger effect of trade on the betas of the European countries -
and especially those now part of the euro area - shows that the process of European economic
integration has lead to a more homogeneous valuation of European éfuitiesvever, our

finding that the effect of trade is stronger for the global than for the regional betas suggests that
globalization may be at least as important in this respect as regional integration. Similar to the
trade variable, the industry misalignment instrument is mainly related to the global market betas
in Europe. In 6 of the 10 cases this variable enters significantly with expected negative sign.

Panel D of Table 6 reports the global and regional betas over a number of subperiods. In the

euro area, both global and regional betas are more than 40 percent higher in the period 1997-
2004 compared to the period 1973-1982. For the other European countries, large increases are
observed in Denmark, Sweden, and Switzerland. While the betas have stayed relatively constant

16The RCM measures imply that on average the most likely regime has a probability ranging from 0.99 to 0.84

percent.
17For Ireland and Italy, the trade variable is significant at a 10 percent level only.
8As argued before, the trade variable may not only proxy for economic, but also for monetary and financial

integration. Indeed, we find a high correlation between our trade variable and the Quinn measure of capital account
openess (see e.g. Quinn (1997) ).
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in Norway, the beta of the UK with respect to the regional European market has decreased by

more than 30 percent. The global market betas of the non-European countries exhibit less

variation. We do observe though a strong increase (decrease) in the regional beta of Singapore
(Canada).

In Panel D of Table 7, we investigate to what extent the structural changes in both the global
and regional market betas are associated with a structural change in the level of country-specific
risk. First, in 11 of the 19 countries, we find a statistically significant role for our two structural
instruments. Contrary to the beta specifications, the strongest effects are found for the industry
misalignment measure. This variable enters positively and significantly in 9 out of 11 countries.
This confirms our hypothesis that the level of country-specific risk decreases when the industrial
structure of a country’s index becomes more aligned with global equity markets. The trade
variable enters significantly negative in France, Italy, and Australia, indicating that for these
countries trade contributed to a decrease in the level of country-specific risk. The AGARCH
estimates imply a persistent volatility process for most countries. Asymmetry is only detected
in 5 countries. Volatility asymmetry in the other countries is likely to be captured by the world

or regional shocks or by the (regime-switching) betas. In the following section, we investigate
to what extent structural changes in global (regional) market betas and asset-specific risks have
changed the relative potential of country and industry diversification.

D Additional Model Checks

Our three-step estimation procedure requires that the factor models are sulfficiently rich to elim-
inate all residual correlation between the region, country, and industry-specific shocks. Table 8
reports average correlations both within and across regions, countries, and industries. Residual
correlations are typically lower than 0.03 in absolute terms, and statistically insignificant. We
do find some negative correlation though between regions, even though the residual correlation
is much lower than the sample correlation. Generally, this test suggests that our time-varying
factor model does very well in describing cross-asset correlations.

Theoretically, our market betas, either at the regional, country, or industry level, should add
up to one. A potential disadvantage of allowing both betas and conditional volatilities to vary
through time is that we have to estimate the specification asset by asset, and hence that we
cannot impose this assumption. An ex-post analysis reveals, however, that a market-weighted
average of betas either across regions, countries, and industries is very close to one (respectively,
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0.982, 0.975, and 0.982). Moreover, over time, aggregate betas typically fluctuate in the narrow
range of 0.95 - 1.05.

V Implications for Portfolio Diversification

We focus on two indicators to assess the portfolio implications of our models. First, we in-
vestigate whether the relative size of average idiosyncratic volatility at the regional, country,
and global industry level has changed over time. Investors will want to pursue strategies that
maximally reduce their exposure to idiosyncratic risk. A rise in the potential of industry di-
versification would be consistent with a relative increase in average industry-specific relative to
country-specific idiosyncratic volatility. Moreover, we quantify the bias in the measures of av-
erage idiosyncratic risk that would be induced by not allowing for structural (cyclical) variation
in the exposure to common factors and the level of idiosyncratic risk. Second, we analyze how
the correlation structure implied by our model estimates has changed over time. A structural
increase in cross-country correlations that is not matched by a similar increase in cross-industry
correlations would be a further confirmation of relative increase in the potential of industry
diversification.

A Evolution of idiosyncratic volatility

We measure average idiosyncratic volatility as follows:

1/2
Ozt = E zezwzhz’t

wherew, andh,, represent asset z's market weight and idiosyncratic volatility at tiraedZ

contains all assets over which one wants to aggregate.

Panel A of Figure 2 plots the results of this aggregation at the regional, country, and industry
level. The shaded areas represent global recession periods. We find a number of interesting re-
sults. First, even after correcting for structural and cyclical variation in market betas, our results
indicate that average idiosyncratic risk both across countries (regions) and industries shows a
strongly procyclical pattern. Second, we find that a considerable part of country-specific risk
can be eliminated by diversifying regionally. However, diversifying not only across regions but
also across countries results in non-negligible further risk-reduction benefits. Third, similar to
Griffin and Karolyi (1998), we observe a substantial difference in measures of industry-specific
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risk for different levels of aggregation (21 versus 10 global industries), indicating that a suf-
ficient level of disaggregation is needed to make a sensible comparison between country and
industry-specific risk. Fourth, over the period 1973-1999, industry-specific volatility is consis-
tently lower than both region- and country-specific volatility. This confirms findings in previous
papers that during this period investors were better off diversifying their portfolios across coun-
tries rather than across industries. At the end of the 1990s, however, we observe a strong rise
in the level of industry-specific risk, an increase that is only partially matched by an increase in
country-specific risk. In 1999, industry-specific risk surpassed country-specific risk for the first
time in nearly 30 years, to peak at the end of 2001. Industry-specific risk decined substantially
afterwards, to levels (slighty) below average country-specific risk from 2003 onwards.

Brooks and Negro (2004) suggested that the relative increase in industry risk at the end of
the 1990s may have been a purely temporary phenomenon related to the TMT bubble. To
analyze this, we calculate the average industry-specific risk taking into account all but the TMT
industries®. To fully eliminate the effect of the TMT bubble, we remove the TMT industries
from all regional and country indices, and re-estimate the optimal volatility spillover models. In
Panel B of Figure 2 , we plot average region, country, and industry-specific volatility excluding
the TMT industries over time. While the level of average region and country-specific volatility
is relatively unaffected, excluding the TMT industries leads to a substantial decrease in the level
of industry-specific risk at the end of the 1990s. Interestingly, even after excluding the TMT
industries, we still find a significant increase in industry-specific risk, suggesting that the TMT
bubble was only partially responsible for the surge in industry risk at the end of the 1990s. The
rise in industry-specific risk is, however, not substantial enough to make industry diversification
significantly superior to geographical diversification, not even in the bubble period.

To have a better understanding of diversification potential within industries, we make a dis-
tinction between traded and non-traded goods industries. One would expect that industries that
are involved in international trade have a higher exposure to global (regional) market shocks,
and ceteris paribus a lower level of industry-specific volatility and diversification potential (see
e.g. Griffin and Karolyi (1998), Diermeier and Solnik (2001), and Brooks and Negro (2004)).

In Figure 3, we analyze to what extent industry-specific volatility is different for the average
traded-goods and non-traded goods industry. We find a shift in the relative size of traded and
non-traded goods industries around 1995. While non-traded goods industries were slightly

®More specifically, we remove the Telecom, Media, IT Hardware, and IT Software industries.
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more volatile before 1995, the opposite is true afterwards. When we control, however, for the
influence of the IT sector, we find that the traded goods industries have a level of asset-specific
volatility consistently below the non-traded goods industries, and hence a lower level of diver-
sification potential.

Finally, we investigate to what extent the evolution of country-specific risk is different for Eu-
rope. Given that over the last 20 years Europe has gone through an extraordinary period of
economic, monetary, and financial integration, it is not surprising that structural changes both
in the market beta and idiosyncratic volatility were most apparent in Europe. Figure 4 plots
the different components of total risk for the (weighted) average European country. We find a
number of interesting patterns. First, we observe a very clear downward trend in the average
idiosyncratic volatility. This decrease is substantial in economic terms, from about 15% in the
early 1970s to about 10% in the more recent period, or a decrease with more than 30 percent.
Second, we find a similar yet slightly less outspoken downward trend in the average regional
risk component across countries. This is mainly the result of a gradual reduction in the level of
European-specific risk resulting from an increased exposure of the aggregate European market
to global market shocks. Third, we observe a relatively small increase in the importance of
global market risk over the period 1973-1996. The market component increases substantially,
though, during the 1997-2000 period, reaching an all-time peak in April 2001. This rise is,
however, to a large extent the result of the temporary surge in global market volatility observed
in this period.

B Biases in measures of idiosyncratic volatility

In the introduction, we argued that the assumption of unit (constant) betas typically made in the
country-industry literature is not only likely to be rejected by the data, but that it may also lead
to substantial biases in measures of the potential in geographical and industry diversification
strategies. In this section, we first quantify the bias in measures of average region, country, and
industry-specific risk induced by not allowing betas to be different from one or time-varying.
Second, we investigate what extensions of the unit beta model are most important, i.e. are
crucial in reducing the total bias. This should help future studies deciding about the optimal
level of model complexity.

In Appendix Appendix A, we show that the biases induced by assuming unit betas in case of a
one-factor (for regions, industries) and a two-factor (for countries) model are given respectively
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whereZ contains either the regions or the global industries,@nlde countries over wich one
want to aggregatereg(c) refers to the regional marketthe countryc belongs to. Appen-
dix Appendix A shows that the biases induced by constant betas can be derived in a similar
way. Equation (8) indicates that measures of average region (industry)-specific volatility using
unit market betas are positively biased relative to our measure by the average cross-sectional
variance in the betas (relative to unit betas) times the conditional world market variance. Sim-
ilarly, equation (9) shows that unit beta models typically overestimate average country-specific
volatility by an amount that is positively related to first the average cross-sectional variance of
the country’s global market exposure relative to the region’s global market exposure times the
world variance and second by the average cross-sectional variance of the region’s global market
exposure relative to unit beta case times the region-specific variance. Notice that the country
bias reflects the bias in country-specific risk only, excluding the bias in region-specific risk. To
make the biases in industry and country diversification potential comparable, however, we need
to aggregate the region and country-specific biases. The last section of Appendix Appendix A
shows how this can be accomplished.

Figure 5 plots the bias in the measures of average idiosyncratic risk resulting from imposing re-
spectively unit (Panel A) and constant betas (Panel B). A number of interesting patterns emerge.
First, assuming unit betas creates a potentially large bias in measures of both industry and coun-
try risk. For countries, the bias amounts to nearly 30 percent in the early 1970s and about 20
percent in the period 1985-1995. The bias in average industry-specific risk is generally below
10 percent, except during the years corresponding to the IT bubble when it increases to about
33 percent. The size and timing of this bias is not without consequences for a large number
of related papers that have focused specifically on the post-1985 period using the Heston and
Rouwenhorst (1994) dummy variable model. More specifically, our results suggest that these
studies considerably overstated the potential of geographical diversification in the period 1985-
1995 relative to industry diversification, whereas the opposite was the case in the post-2000
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period. Second, the bias in average industry-specific risk decreases substantially when the IT
sector is not taken into account, from more than 30 percent to slightly below 20 percent. This
is easily understood by observing that the betas of especially the IT sectors during this pe-
riod are considerably above one and hence contribute substantially to the first term in the bias,
(>.c w=1(BY, — 1)%) . Third, as can be seen from Panel B, the bias at the country level does
not decrease substantially when constant instead of unit betas are allowed for, further under-
lining the need for time-varying betas at the country level. At the industry level, however, a
considerable part of the bias disappears when betas are allowed to be different from one but
constant, except for during the IT bubble when the bias remains considerable (about 17 (10)
percent including (excluding) the TMT industries).

Finally, we investigate what features of our model are most important for reducing the total bias.
We respectively quantify the contribution of allowing betas to be constant instead of being unity,
of allowing structural instruments instruments in the betas (relative to the constant beta case), of
allowing regime-switches in the betas (relative to the beta specification with instruments), and
finally of also allowing for structural shifts in the asset-specific volatility specification (relative

to model with time-varying betas and an AGARCH volatility specification). The individual
contributions sum up to the total bias. Figure 6 reports the decomposition at the country level
(Panel A) and at the industry level (Panel B). The decomposition yields a number of interesting
insights. First, the bias in industry-specific risk is reduced considerably when constant instead
of unit market betas are allowed for. Not surprisingly, the exception is the period corresponding
to the TMT bubble, during which both the instruments and the regime-switching component
contribute to a reduction in the total bias. Second, the bias in total country-specific risk reduces
only marginally when betas are alllowed to be constant instead of unity. Both instruments and
the latent regime variable are required to bring down the bias to zero. Finally, the contribution
of instrumenting also the asset-specific volatility with the structural instruments is relatively
small.

C Evolution of model-implied correlations

In this section, we investigate the evolution of average conditional correlations over time, both
across countries (regions) and industries. We focus on three questions. First, we investigate
to what extent correlations are asymmetric, i.e. higher in highly volatile periods. Second,
we analyze whether further integration and globalization has lead to a structural increase in
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cross-country correlations. Last but not least, we compare the relative size of cross-country and
cross-industry correlations over time. A structural increase in cross-country correlations that
is not matched by a similar increase in cross-industry correlations would be consistent with a
decrease (increase) in the potential of geographical (industry) diversification.

Assume that the asset-specific shoekare uncorrelated. Under this assumption, the condi-
tional correlation between two regions or industriesd; is given by

w AW hw,t V hw,t (10)

Pijt = PitlPjt 5 3
\/(ﬁzﬂt) Pt + iy (ﬁjwt) P + Ny

where the symbols are defined as before. Given the substantial evidence in this and previous
papers of no trend in global equity market volatility, equation (10) clearly shows #tatcural

increase in cross-asset correlations is generated by a structural increase in the assets’ market
beta and/or a fundamental decrease in the level of asset-specific risk. A similar formula can be
derived for the cross-country correlations, which will in addition be driven by the time-varying
regional market betas as well as the regional market’s volatility. We calculate average market-
weighted correlations as follows:

Z Z WiWj Py 4

i€Z j€Z,j#i
DD wwy
i€ZjeZ,j#i

whereZ contains respectively all regions, countries, or global industries.

p= (11)

Figure 7 plots the evolution over time of the average market-weighted conditional correlations
across regions, countries, and industries. As before, we distinguish between return series in-
cluding (Panel A) and excluding the TMT industries. A number of interesting patterns emerge.
First, we observe a clear cyclical pattern in the average correlations for all asset classes: cor-
relations are on average substantially higher in recessions than in expansions, i.e. asymmetric.
Second, there is a strong upward trend in average cross-regional and cross-country correlations,
indicating a reduction in the benefits from international diversification. In the case of countries,
average correlation was typically below 40 percent in the 1970 compared to up to 65 percent in
the recent years. The increase is even more substantial (up to nearly 80 percent) when we look
specifically at the continental European equity markets. This suggests that globalization and
regional integration both contribute to increasing international correlations. Third, for nearly
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the entire sample, cross-industry correlations are substantially higher than cross-country corre-
lations, confirming the superiority of geographical relative to industry diversification strategies.
Fourth, the period around the IT bubble had a strong but temporary effect on both average in-
dustry and country (regional) correlations. In 2000, the decrease and increase in respectively
industry and country correlations made the latter to be (slightly) higher than the former for the
first time in nearly 30 years. From 2002, cross-industry correlations rose again above cross-
country correlations, even though the margin is very small. Finally, the relative increase in
cross-country correlations is less pronounced when the TMT industries are taken out, and, even
though the difference becomes smaller, cross-country correlations are never larger than cross-
industry correlations.

VI Conclusion

In this paper, we investigate the effect of both structural and temporary changes in the economic
and financial environment on the relative potential of geographical and industry diversification.
We develop a new structural regime-switching volatility spillover model that decomposes total
risk at the regional, country, and industry level into a systematic and a diversifiable component.
The main advantage of this methodology is that it allows us to quantify the respective benefits
of diversifying across countries or industries in a fully conditional setting that explicitly allows
betas and conditional volatilities to vary through time. We make market betas conditional upon
a latent regime variable and two structural economic instruments, namely industry (country)
alignment and trade integration. An additional innovative feature of our model is that we allow
the same structural instruments to have an (opposite) effect on the level of idiosyncratic volatil-
ity. We estimate the volatility spillover model for a set of 4 regions, 21 countries, and 21 global
industries over the period January 1973-December 2003. Based upon those estimates, we cal-
culate and compare two indicators of diversification potential both for countries and industries,
namely average asset-specific volatilties and model-implied correlations.

Our main results can be summarized as follows. First, we find strong evidence in favor of
time-varying betas, both at the country (regional) and industry level. Both the assumption of
unit and constant betas is easily rejected for (nearly) all series. The determinants of betas,
however, differ between countries and industries. While the effect of trade integration and
industry alignment on country betas is large both in economic and statistical terms, the time
variation in the industry betas seems mainly driven by temporary factors. The effect of trade
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integration is especially large in Europe, a region that has gone through an extraordinary period
of further economic and financial integration. Finally, we find a strong negative effect of both
trade integration and industry alignment on country and region-specific risk. Evidence that the
structural instruments also influence industry-specific risk is relatively weak.

Second, we show that the often made assumption of unit market betas may lead to substantial
biases in measures of both industry and country risk. In our sample, we find biases in average
country and industry-specific risk of more than 30 percent. The bias in industry-specific risk is
generally below 10 percent, but rises to 33 percent in the period corresponding to the the TMT
bubble. For countries, the bias is especially large in the early 1970s and between 1985-1995.
Interestingly, it was especially during the latter period that previous studies found the benefits
from geographical diversification to be far superior to those from industry diversification, while
the opposite was true in the period corresponding to the TMT bubble. Allowing for constant
instead of unit betas reduces but does not eliminate the bias at the industry level, especially not
during the TMT bubble period. For countries, the bias is only reduced when time variation in
the betas is allowed for.

Third, after correcting for these biases, we find that over the last 30 years average country-
specific risk was typically higher than average industry-specific risk, confirming previous results
on the superiority of geographical over industry diversification. At the end of the 1990s, how-
ever, we observe a strong rise in the level of industry-specific risk, an increase that is only par-
tially matched by an increase in country-specific risk. Industry-specific risk surpassed country-
specific risk briefly in 1999-2001 period, to stay at similar levels from 2003 on. These results
indicate that the benefits of geographical and industry are now of a comparable size.

Fourth, we observe a gradual increase in cross-country correlations, a trend that started well
before the start of the TMT bubble. While over the last 30 years cross-country correlations
were typically below cross-industry correlations, the structurally-driven convergence of cross-
country betas towards one and corresponding decrease in country-specific risk resulted in a
gradual increase in cross-country correlations. A similar upward trend is not found in cross-
industry correlations. From 2000 on, average correlations across countries and industries fluc-
tuated roughly at the same level, providing further evidence that geographical and industry
diversification now yield about the same benefits.

Finally, we find that the substantial increase (decrease) in industry-specific risk (cross-industry)
correlations at the end of the 1990s is not a pure artifact of the TMT bubble. More specifi-
cally, we still find a similar yet slightly less pronounced pattern when the TMT industries are
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removed from the analysis. We find that without the TMT industries geographical diversifica-
tion continues being superior to industry diversification, even though the difference is relatively
small.
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Appendix A Derivation of Theoretical Biases in Measures of

|diosyncratic Volatility

In this section, we derive the theoretical biases in measures of average asset-specific risk by
respectively assuming unit and constant betas as used in Section V.B.

| One Factor Model

The region- and industry-specific shocks are identified using the following one factor model:

Ext = ﬁgjteuut + €zt (12)
with z = {reg, gi}. The restricted unit and constant beta models are respectively given by

Ezt = Cupt + éz,t (13)
Ezt = ﬁg}ew,t + éz,t- (14)

Equating (13) and (14) with (12) and after rearranging, we become

éZ,t = (ﬁgjt - 1) Cw,t + €zt (15)
éz,t = (ﬁgjt - ﬁ,lzu) Cw,t + €zt (16)

After taking variances of both sides and aggregating over regions (industries), we have

ZZEZw27t5§,t = ZzeZwZ»t(ﬁgjt - 1)20-12u,t + Zzszwztag,t

ZzeZwZ,toA'g,t - ZzeZwZ’,t( g,)t - 53)20-31,15 + ZzeZwZ,tU,z,ﬂ

wherew, , represents assets market weight. The first term of the right-hand side reflects
the positive bias in average region (industry)-specific risk when one miscorrectly uses unit and
constant beta models. The relative bias for respectively unit and constant beta models is given

by
(Zzezwzat(ﬁzt - 1)2) O-’L2U,t

2
ZzEZwZﬂfOz,t

(S .cptvas02 = 02F) 2,

2
EZEZwZ7tO-Z,t
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biasy, =

(17)
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biasy, =

38



Il Two Factor Model

Country-specific shocks are related to respectively a global and a regional market shock:
Ect = ﬂé‘ftew,t + ﬁ(fﬁgereg,t + €ct, (19)

The corresponding unit and constant beta models are respectively given by

Ect = Cuwit + éreg,t + éc,t (20)
et = 6:)6111,15 + 6£egéreg,t + éc,t (21)

By equating (20) and (21) with (19) and replacifg, ; ande,.,, by respectively equation 15
and 16, we obtain after rearranging:

éqt = (ﬁg}t - ]-) ew,t - ( gégt - ]-) ewt + (57"69 - 1) 6regt + ec,t (22)
éC,t - (5 ﬂw) Cw,t — (/62’69 reg,t 6269 reg) Cw,t + (67’69 ﬁre ) 6T€g,t + €cit- (23)

Noting that all shocks at the RHS are mutually orthogonal and after taking variances of both
sides and aggregating over countries, we obtain:

~ w w 2
chcﬂfo-ci = (chc,t [(ﬁc,t - 1) - ( reg(c),t — 1)] > O-'LQU,t
7‘69 c) 2 2 2
(Z We,t < - 1> > Ureg(c),t + chc,to-c,t
~ w reg(c w w 2
chc7to-cyt = (chc,t [( ct — Me ) 6 9(c) ( reg(c),t reg(c))} ) Uzzx),t
(2 Wy < reg ﬂreg C)) > reg —|— Z thO'Ct

with reg(c) the region which the countrybelongs too. The relative biases in country-specific
risk (expressed as percentage of the correct country-specific risk) from respectively assuming
unit and constant beta models is given by

2 2
(chc,t [(ﬁgjt - 1) - (/B’Z:lég(c),t - 1):| ) (E th ( 9 1) > 0-72‘39(0)71&
chcnﬁagt

bz'aslat =
and

2
(S (32 32 = 59 (B0~ B2) ) o
chc,tac,t
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[l Aggregated Bias

In this section, we show how the biases in region and country-specific volatility can be ag-
gregated to a total country bias that is comparable in size with the bias in aggregate industry-
specific risk. We show the derivation in case of unit betas. The constant beta case can be derived
in a similar way. By equating (20) and (21) with (19) and after rearranging, we get
éc,t + éV7"eg,t = (ﬂgjt - 1) Cw,t + ﬁz,etgereg,t + €c,t-

Taking variances of both side, we get

- - -~ w regy 2

O_g,t + Ugeg,t + 2COU(€C,t7 67“69715) = ( ct 1) O t + (ﬁ g) Uzeg,t + 0_(2:,15‘ (24)

Replacingé,.,, andé., by respectively equation (15) and (22), we can write the covariance
term as

cov(Ee, éreg,t) = ( g,)t - 1) ( ;fézg,t - 1) Ugu,t - ( ;:lég,t - 1)2 Oyt Tt (ﬁreg 1) U?eg,t'

After replacing the covariance term in equation 24 and after rearranging, we get

2

~2 ~2 w w 2 reg 2 reg\ 2
Ureg,t+ac,t - ( ct reg,t) UWt+( reg,t 1) UW,t_Q (ﬁc,t - 1) O'regt—*—(ﬁc,t ) O-Tegvt—i_o'c»t'

Notice that the left-hand side constitutes the total geographical-specific volatility of one indi-
vidual country (consisting of a country and region-specific component) in the unit beta case.
The last two terms on the right-hand side constitute the correct country-specific volatility. After
aggregating over the different regionsy and countrieg, the bias in total aggregate country-
specific risk is given by

(chc,t [( ot — ﬁ:fég(c),t)} 2) U?v,t + <Eregwreg,t (@E'Jeg,t - 1)2> U?u,t
D regWregt D We,reg,t ( gt )>2 Olegters T 2ocWet 02y
2 Wey < Teg 9 _ 1) afeg(cw

with w, .., the relative weight of the countrywithin the regionreg. The first component of

. 1 o
bmSC,REG,t =

this ratio reflects the bias due to the country world beta to be different from the world beta of
the region the country belongs to. The second component reflects the bias due to regional betas
to be different form one. The last component should in fact be close to z€xg, a@tﬁ’"eg

should be equal to one for each subset of countries belonging to one region, and should be

considered as an estimation error rather than a bias.
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Table 1: Regions, Countries and Industries

The region Europe is disaggregated over 14 European countries. The region Pacific consists of 4 countries
(Australia, Hong Kong, New Zealand and Singapore). This results in 21 geographical entities. The 21 industries

are constructed by aggregating over the 36 economic industries from the FTSE Actuaries Classification System.
The traded-goods industries are marked with a 'T’, the non-traded-goods industries with a 'NT".

Region Codes Region Codes
Europe EU Japan JP
Pacific PC United States us
Country Codes Country Codes
Australia AU Italy IT
Austria OE Netherlands NL
Belgium BG New Zealand NZ
Canada CN Norway NW
Denmark DK Singapore SG
Finland FN Spain ES
France FR Sweden SD
Germany BD Switzerland SW
Hong Kong HK UK UK
Ireland IR World WD
Industry Codes Industry Codes
Basic Industries (T) BASIC Non-Cyclical Services (NT) NCYSR
General Industrials (T) GENIN - Food Retailers

Cyclical Consumer Goods (T) CYCGD- Telecom

- Automobiles & Parts Information Technology (T) ITECH
- Household Goods - IT Hardware

Non-Cyclical Consumer Goods (T) NCYCG- IT Software

- Food Prod & Tobacco Financials (NT) TOTLF
- Health & Pharma - Banks

Cyclical Services (NT) CYSER - Insurance

- General Retailers - Real Estate

- Leisure - Investment Companies

- Media Resources (NT) RESOR
- Transport - Mining

Utilities (NT) UTILS - Oil & Gas
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Figure 1: Smoothed Probabilities of the World Volatility Regimes
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Figure 1 plots the smoothed probabilities that the world equity returns are in the high volatility state.
The probabilities are obtained from estimating the regime-switching Asymmetric GARCH model
outlined in 1L.A.
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Figure 2: Idiosyncratic Volatility Aggregated over Regions, Countries and Industries
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Figure 2 plots a backward 52-week moving average of the average idiosyncratic volatilities at the
regional, country, and industry level, both including (Panel A) and excluding the TMT industries
(Panel B). The latter are respectively the Telecom, Media, and Information Technology (both Soft-
ware and Hardware) industries. We use market capitalization weights to average over the asset-
specific volatilities. The latter are obtained by estimating the structural regime-switching model
developed in Section II.A. World recessions are shaded in gray to illustrate cyclical movements in
volatility. The recessions are identified as the periods from the peaks to the throughs of the detrended
world GDP.
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Figure 3: Idiosyncratic Volatility: Traded versus Non-Traded Industries
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Figure 3 plots a backward 52-week moving average of the average idiosyncratic volatilities across
traded industries, non-traded industies, as well as the traded industries without IT and the non-
traded industries without Telecom and Media. We use market capitalization weights to average
over the industry-specific volatilities. The latter are obtained by estimating the structural regime-
switching model developed in Section Il.A. World recessions are shaded in gray to illustrate cyclical
movements in volatility. The recessions are identified as the periods from the peaks to the throughs
of the detrended world GDP.
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Figure 4: Volatility Decomposition for Aggregated European Countries
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Figure 4 plots a backward 52-week moving average of the average idiosyncratic volatilities across
European countries. The figure also plots the contibution of global and region-specific volatility to
the total country volatility (in absolute value). We use market capitalization weights to average over
the asset-specific volatilities. All idiosyncratic volatilities are obtained by estimating the structural
regime-switching model developed in Section II.A. CEPR-dated recessions for Europe are shaded

in gray to illustrate cyclical movements in volatility.
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Figure 5: Quantification of Bias in Measures of Average Idiosyncratic Volatility
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Figure 5 plots the bias in the measures of average idiosyncratic risk resulting from imposing unit
betas (Panel A) and constant betas (Panel B) instead of time-varying betas. We refer to Section V.B.
and to Appendix A for the derivation and exact specification of the biases.
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Figure 6: The Decomposition of the Bias in the Nonsystematic Risk Component

Panel A: Decomposition of Bias at Country Level
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Figure 6 shows the individual contribution of adding various complexities to the volatility spillover
model to a reduction in the total bias caused by imposing unit global market exposures. We re-
spectively show the contribution of allowing betas to be constant instead of being unity, of allow-
ing structural instruments instruments in the betas (relative to the constant beta case), of allowing
regime-switches in the betas (relative to the beta specification with instruments), and finally of also
allowing for structural shifts in the asset-specific volatility specification (relative to model with time-
varying betas and an AGARCH volatility specification). The individual contributions sum up to the
toal bias. We report the decomposition at the country level (Panel A) and at the industry level (Panel
B).

63



Figure 7: Value-Weighted Model-Implied Correlations over Regions, Countries and Industries
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Figure 7 reports the average model-implied cross-regional, cross-industry, and cross-country corre-
lations over time. For the cross-country correlations, we distinguish between all countries and the
European countries. World recessions are shaded in gray to illustrate cyclical movements in volatil-
ity. The recessions are identified as the periods from the peaks to the throughs of the detrended world
GDP.
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