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In this paper we examine the effect of innovation on job creation and job destruction in Spanish manufacturing. Our empirical analysis is based on firm-level longitudinal data from which we have information on employment and innovation activity. The estimation approach consists of a two-step procedure that takes into account the fact that firms endogenously choose positive, negative or zero growth in employment, in which the selection mechanism is an ordered probit. Our results point out the importance of innovation variables on employment growth: innovative firms create more jobs and destroy fewer than non-innovative, and the degree of technological effort has a strong positive effect on net employment creation.
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1 INTRODUCTION

Technological innovation is believed to be one of the main sources of employment dynamics, particularly in the creation and destruction of jobs. However, there is not much empirical evidence about the effect of innovation on job creation and destruction. One of the main reasons for the scarcity of applied work on this issue has to do with the lack of appropriate data because of the difficulties of obtaining adequate observed measures of technological innovation at the microeconomic level. Some longitudinal data sets do not have data on innovation at the establishment level, and the use of industry level measures leaves the empirical results subject to bias due to the aggregation of these measures among highly heterogeneous units. This problem is especially acute in the case of innovation variables, since the number of non-innovative firms is significantly large.

Among the exceptions, we should mention Meghir, Ryan and Van Reenen (1996), who use UK firm-level data to estimate Euler equations for employment where the technological and adjustment cost parameters are allowed to vary with technological stock, and Aguirregabiria and Alonso-Borrego (2001), who use Spanish firm-level data to estimate the effect of the introduction of technology on labor input demands using proxies based on R&D expenditure. However, these contributions have concentrated on net employment changes, rather than in job creation and job destruction. In another line of research, Davis and Haltiwanger (1992), used plant-level longitudinal data for the US to study the factors which determine job creation and job destruction. The contributions in this line for other countries are numerous. We can mention, among others, Konings (1995) and Blanchflower and Burgess (1996) for the UK, Greenan and Guellec (1997) for France, and Dolado and Gómez (1995), Díaz-Moreno and Galdón-Sánchez (2000) and Ruano (2000) for Spain. Although all these contributions exploit longitudinal data, they differ notably in the level of data disaggregation, in the length of the sample period, and in the data coverage.
Notwithstanding, the scope of the empirical results is mostly descriptive, typically concerning bivariate correlations, which are usually disaggregated by establishments' characteristics, such as industry or size. With some exceptions, such as Blanchflower and Burgess (1996), there is no multivariate treatment of the determinants of job creation and destruction. Furthermore, although innovation is frequently mentioned as a potential factor affecting job creation and job destruction, the lack of observed measures has prevented further investigation on this issue.

Here we attempt to provide further evidence using observable measures of technological innovation at the firm level. In order to do this, we use longitudinal data of Spanish manufacturing firms between 1990 and 1997 containing detailed information on firms' innovation activity. Our data set contains input and output measures of innovation, as well as information on employment stock, characteristics of the firm such as age and industry classification, and other variables related to the performance of the firm.

In our empirical approach, we estimate separate equations for job creation and job destruction so as to allow estimated effects to differ for creation and destruction. Nonetheless, since firms' decisions on hirings and layoffs are non-random, we have to take into account endogenous sample selection bias. For this purpose, we use a two-step procedure that follows Heckman (1979) except for the fact that the selection correction mechanism is an ordered probit with three alternatives: job destruction, inaction, and job creation. To anticipate our main results, we find that, on average, innovative firms create more jobs—and destroy fewer—than non-innovative, and that the degree of technological effort has a strong positive effect on net employment creation.

The rest of the paper is organized as follows. In section 2, we describe the data set and provide descriptive evidence about the process of job creation and job destruction and their relation to the innovation status of firms and other characteristics. In section 3, we evaluate the effect of innovation activity on job creation and job destruction by
means of separate reduced form specifications, controlling for potential endogenous sample selection. Finally, section 4 summarizes the main results and concludes.

2 THE DATA AND PRELIMINARY EVIDENCE

The data set is an unbalanced panel of Spanish manufacturing firms, recorded in the database Encuesta Sobre Estrategias Empresariales (Survey on Companies’ Strategies, after this, ESEE) during the period 1990-1997. This database contains annual information for a large number of Spanish companies whose main activity was manufacturing between 1990 and 1997. The original sample includes about 70% of the companies with more than 200 workers and a representative sample of firms with less than 200 employees, and has been designed to accomplish a representative sample of Spanish manufacturing. This data set contains information on labour and capital inputs, investment on physical capital and R&D, product and process innovations, and patents.

The sample we have used in this paper consists of an unbalanced panel of 1,265 non-energy manufacturing firms which report full information in relevant variables for at least four consecutive years, from 1990 to 1997. The employment variable is the number of employees at the end of the year. In table A1, we present the sample means and standard deviations of the main variables.

Following Davis and Haltiwanger (1992), for each firm we define its size at period \( t \) as the average employment between periods \( t \) and \( t-1 \), and its growth rate of employment at period \( t \) as the ratio between the change in its employment from \( t-1 \) to \( t \) and its size.

\[
g_{t} = \frac{N_{it} - N_{it-1}}{x_{it}}, \tag{1}
\]

where, for the firm \( i \) at period \( t \), \( N_{it} \) denotes employment, and \( x_{it} \) size, as defined above. Gross job creation in industry \( s \) at year \( t \) is the sum of employment gains in year \( t \) at expanding firms in that industry and gross job destruction is the sum of employment losses. Job creation and destruction rates (\( J_{C, st} \) and \( J_{D, st} \)) are calculated...
dividing the gross measures by the industry size in that year

\[ JC_{st} = \frac{P_{i^2 < g_{it} > j N_{it} i N_{it; 1}}}{j X_{it}} \]  

\[ JD_{st} = \frac{P_{i^2 < g_{it} < j N_{it} i N_{it; 1}^j}}{j X_{it}} \]  

The net employment growth rate is the difference between job creation and job destruction

\[ NETG_{st} = JC_{st} - JD_{st} \]  

Finally, the job reallocation rate is defined as the sum of the job creation and destruction rates

\[ R_{st} = JC_{st} + JD_{st} \]  

Figure 1 shows the frequency distribution of the employment growth rate in our sample. Most of the firms experience a low rate of employment growth; 32 percent of the observations lying on the interval \([-0.05; 0.05]\), and 58 percent on the interval \([-0.1; 0.1]\). The proportion of observations with negative employment growth is larger than the proportion of observations with positive employment growth. This is due to the sample period we are using, which mainly corresponds to a recession period.

In Figure 2 we present annual job creation, job destruction, net employment growth and job reallocation rates by year and by two-digit industry. The figures for each year correspond to the whole manufacturing sector, and the net job destruction rates are quite similar to the aggregate figures derived from the Labour Force Survey. At any phase of the business cycle, we observe simultaneously creation and destruction of jobs. Even in deep recessions some firms are increasing their number of employees. Although our sampling period is quite short, we can see that job creation is

---

1 Industry size in year \( t \) is the average of industry employment in year \( t \) and \( t-1 \).

2 The industries in our sample are: Iron, steel and metal (22); Building materials (24); Chemicals (25); Non-ferrous metal (31); Basic machinery (32); Office machinery (33); Electric materials (34); Electronic (35); Motor vehicles (36); Shipbuilding (37); Other motor vehicles (38); Precision instruments (39); Non-elaborated food (41); Food, tobacco and drinks (42); Basic textile (43); Leather (44); Garment (45); Wood and furniture (46); Cellulose and paper edition (47); Plastic materials (48); Other non-basic industries (49). Industries 33, 37, 38, 39 and 44 were not included in the figure due to their small number of observations.
less volatile than job destruction. As it was expected, the cyclical pattern of both measures is very different. Job destruction rises while job creation tends to fall during recessions. As a consequence, the behavior of net employment growth in manufacturing industries reflects the economic cycle. This cyclical pattern is similar in other countries (see Davis and Haltiwanger (1998) for a survey on the empirical regularities of job flows found for different countries). Finally, job reallocation exhibits a countercyclical pattern, being higher in recessions than in recovery periods.

The industry figures are weighted averages of the seven annual rates from 1991 to 1997 for each industry, where the weights are industry sizes in each year. In all industries except for plastic materials, a net destruction of jobs takes place over the period. We observe both job creation and job destruction in every sector. This shows that the heterogeneity regarding employment decisions that we observe for the manufacturing industry, is still apparent even after disaggregating at narrowly defined industries. The same result has been found for some other countries (see Davis and Haltiwanger (1992), Konings (1995) and Greenan and Guellec (1997) among others). Job creation ranges from 0.8 percent in iron steel and metal to 6.8 percent in plastic materials; job destruction from 4.0 percent in other non-basic industries to 7.3 percent in food, tobacco and drinks; and job reallocation varies from 5.3 percent in iron steel and metal to 13.0 percent in office machinery.

In figure 3, we present job creation, job destruction, net employment growth, and job reallocation rates by different firm characteristics: size, age, market demand conditions and innovation activity. Size refers to average employment over the period. The categories for size are: small (0-25 workers), medium (26-150), and large (more than 150 workers). Both job creation and destruction rates decrease with firm size, which is reflected in a declining pattern of job reallocation with size. This result was also found for other countries (See Davis and Haltiwanger (1992), and Greenan and

\footnote{During 1996, the Spanish economy experienced a slowdown that was quite pronounced in the manufacturing sector. The gross value added in the manufacturing sector rose by a modest 0.7 percent in 1996 as compared to the 4.8 percent registered in 1995.}
Guellec (1997) among others). However, while the decrease of job creation with size is quite important, the decrease of job destruction is rather moderate and the net effect is that large firms destroy a larger proportion of jobs. This result is at odds with the findings for the US by Davis, Haltiwanger and Schuh (1996) and resembles the evidence for France presented in Greenan and Guellec (1997). The relationship between firms' age and job creation and destruction rates is similar to the empirical evidence for other countries (see Davies and Haltiwanger (1992) for the US, and Blanchflower and Burgess (1996) for the UK, among others). Job creation decreases sharply with age, while the effect of age on job destruction is less obvious. The net effect is that older firms destroy a larger proportion of jobs. Regarding job reallocation, we can see a clear declining pattern with age.

The left-lower panel of figure 3 shows job creation and destruction rates by market demand conditions. The ESEE survey asks companies whether the main market where the firms are operating is in recession, stable or booming. This variable is, therefore, a proxy for negative or positive demand shocks which are specific to the main market where the firm operates. The graph indicates that firms in contracting markets have a very low rate of job creation and a very high rate of job destruction as compared to firms in expanding markets. These results show a strong dependence of firms' employment decisions on market conditions. Finally, in the right-lower panel of figure 3, we present the average job creation and destruction rate for innovative and non-innovative firms. A firm is classified as innovative if it produces a process innovation or a patent in at least one third of the years; according to this definition, 823 firms are innovative and 442 are non-innovative. We can see that innovative firms have lower rates of job creation and destruction, and although the net growth rate is negative for both types of firms, it is lower in absolute value for innovative firms. This result confirms previous evidence of a positive relationship between innovation and employment (see Doms, Dunne and Roberts (1995) and Van Reenen (1997)).

In figures 4 and 5 we further explore the effect of innovation on job creation and
destruction rates. In Figure 4, we plot job creation and destruction rates by year for innovative and non-innovative firms. Whereas both innovative and non-innovative firms have a similar pattern of job creation and destruction during the recession period, innovative firms have a lower destruction rate in the recovery period. Hence, the net employment growth during those years is higher for innovative than for non-innovative firms. It is worth mentioning that the job reallocation rate exhibits a countercyclical pattern both for innovative and non-innovative firms. In Figure 5 we present job creation and destruction rates by size for innovative and non-innovative firms. For all size categories, job creation rates are slightly higher for innovative firms, while job destruction rates are higher for non-innovative firms. The net figures show that innovative firms of small and medium size are creating jobs while non-innovative firms are on average destroying employment. Reallocation rates decline with size both for innovative and non-innovative firms, but they are slightly lower for innovative firms.

The descriptive evidence in this section sheds some light on the effect of innovation on job creation and destruction. However, our results are not conclusive, in the sense that we can only capture bivariate correlations, which at most can be disaggregated accordingly to some qualitative factors, such as industry, size, or age. Leaving aside some exceptions, like Blanchflower and Burgess (1996), most of the empirical contributions on job creation and job destruction restrict the analysis to simple correlations, tabulated by firms' characteristics. Our next step will be to evaluate the effect of innovation on job creation and job destruction in a multivariate context, where such effect is measured conditioning on other determining variables.

\footnote{We have also computed job creation and destruction rates by sector, age and market demand conditions for innovative and non-innovative firms. However, these numbers do not add any interesting new evidence and therefore we do not present them in the paper.}
3 ESTIMATING THE EFFECT OF INNOVATION

3.1 Econometric approach

We are primarily concerned with evaluating the effect of innovation on job creation and job destruction, controlling for further conditioning variables. However, we are aware that these conditioning variables can affect job creation and job destruction very differently. For this reason, we are interested in allowing the coefficients of the conditioning variables to differ for job creation and destruction. Nonetheless, the allocation of observations of each firm in each year among job creation and job destruction is non-random, as it depends on the sign of the net employment change, which is clearly endogenous.

In fact, according to their net employment growth, we will observe that firms endogenously choose any of three different states: job creation, job destruction, and inaction. What makes a particular firm be in any of these three states in a particular year depends on whether its marginal intertemporal profit is greater than in the other two states, and therefore it cannot be attributed to purely random reasons. Consequently, if we consider job creation (destruction) determinants using those observations for which job creation (destruction) happens, we must take into account sample selection bias in order to get consistent estimates of the parameters. Firms creating employment in a given year might differ from those with zero or negative employment creation because of reasons unobservable to the analyst that bias the comparison of the estimated effects. We will use a slight modification of the Heckman’s (1979) two-step approach so as to correct for sample selection bias.

To see this, we can consider three latent variables for which we have the following equations:

\[ y_{1i}^* = x_{1i}^{\emptyset} + u_{1i} \] (Job Creation Equation) (6)

\[ y_{2i}^* = x_{2i}^{\emptyset} + u_{2i} \] (Job Destruction Equation) (7)

\[ I_{i}^* = z_i^{\emptyset} + u_i \] (Self-Selection Equation) (8)
and defining the vector $v_i = (u_{1i}; u_{2i}; \eta_i)^0$ containing the unobservable disturbance terms, and $w_i$ as the vector containing all the conditioning variables included in $x_i$ and $z_i$, we assume that

$$v_i \sim N(0; \Sigma)$$  \hspace{1cm} (9)

where the outer-diagonal elements of the conditional variance-covariance matrix $\Sigma$, $E(u_{1i}u_{2j}w_i) = \frac{3}{4} \delta_{ij}$, $E(u_{1i}\eta_iw_i) = \frac{3}{4} \gamma_i$, $j = 1; 2$, are allowed to be nonzero.

However, neither $y_{1i}$ nor $y_{2i}$ are fully observed. Instead, we observe $y_i$ according to the following rule:

$$y_i = \begin{cases} 
8 & y_{1i} > 1^+ \\
0 & 0 < y_{1i} < 1^+ \\
y_{2i} & y_{1i} < 0 
\end{cases}$$  \hspace{1cm} (10)

Furthermore, $I_i$ is not fully observed: instead, we just observe its sign,

$$I_i = \begin{cases} 
8 & I_i > 1^+ \\
0 & 0 < I_i < 1^+ \\
1 & I_i < 0 
\end{cases}$$  \hspace{1cm} (11)

We can thus write the expectation of $y_i$, conditional on the observables, for job creation as

$$E(y_i jw_i; I_i > 1^+) = x_i^{0-} + E(u_{1i}jw_i; I_i > 1^+) = x_i^{0-} + \frac{3}{4} \delta_{12} \frac{1}{\mu_{I_i} + z_{1i}^\eta}$$  \hspace{1cm} (12)

where $\delta_{12} = E(\eta_{1}jx_{1}; z_{1})$, and $, (v) = \hat{A}(v) = [1_i \ \hat{v}(v)]$ is the inverse of the Mills' ratio, $\hat{A}(v)$ and $\hat{v}(v)$ being the density and the cumulative function of the standard normal distribution. Analogously, for job destruction we have that

$$E(y_i jw_i; I_i < 1^i) = x_i^{0-} + E(u_{2i}jw_i; I_i < 1^i) = x_i^{0-} + \frac{3}{4} \delta_{12} \frac{1}{\mu_{I_i} + z_{1i}^\eta}$$  \hspace{1cm} (13)

where $, \hat{v}(v) = \hat{A}(v) = \hat{v}(v)$ is the complement of the Mills' ratio. Therefore, expectations for job creation and job destruction include an additional unobservable term that reflects the sample selection bias. Notice that the situation under which both $\delta_{12}$ and $\delta_{12}$ are different from zero reflects the endogeneity of the selection. Under such circumstances, it is straightforward to verify that failing to account for sample
selection would bias the parameter estimates. However, this term can be consistently estimated for each observation using an ordered probit for \( I \).

In the estimation of the parameters of interest, we proceed in two stages. In the first stage we estimate the parameters needed to predict the values of \( (\phi) \) and \( (\phi) \) for each observation from an ordered probit model of net employment changes, with three discrete outcomes: job destruction, inaction and job creation. In the second stage we estimate the parameters for job creation and job destruction by means of augmented regressions based on (12) and (13), where we substitute the unobservable terms \( (\phi) \) and \( (\phi) \) for the predicted values obtained in the first stage from the ordered probit estimates. This approach has also been applied by Frazis (1993) in order to control for selection bias in the estimation of the college degree effect.\(^5\)

### 3.2 Estimation results

Our set of innovation variables comprise qualitative time-invariant indicators about innovation status based on measures of innovation generated by the \( .r.m.s. \), and a continuous variable based on inputs used by the \( .r.m. \) to produce innovations. Regarding qualitative variables, we use two different indicators on whether the \( .r.m. \) is innovative. The first one indicates whether the \( .r.m. \) has introduced process innovations, and the second one whether the \( .r.m. \) has registered any patent, in at least one third of the years in the sample period. Although we have also considered additional measures of innovation status, such as an indicator based on product innovations, their effects have been found non-significant so that we do not report the results here. With respect to continuous variables of innovation, we have also included the \( .r.m. \)'s technological exert, defined as the percentage in its total sales of R&D expenditure

---

\(^5\)It would also be possible to derive the expectation of \( y_i \) for the full population and consider the joint estimation of \( \theta_1 \) and \( \theta_2 \) for the whole sample. However, the fact that the estimated probabilities of creating or destroying employment interact nonlinearly with the \( x_i \)'s makes the estimates much more imprecise. Evidence from our data, and further evidence based on Monte Carlo simulations, confirm that the results based on subsample estimates are much more precise than the ones for the whole sample.
and technology imports.

In the set of conditioning variables we have also included the change in the logarithm of intermediate inputs as a proxy for idiosyncratic shocks, the lagged logarithm of the employment level to control for firm size, and the logarithm of the lagged capital-labour ratio and the percentage of blue collar employment to control for input composition. The change in the logarithm of intermediate inputs has also been interacted with the indicator based on process innovations in order to capture differences in the impact of idiosyncratic shocks according to the innovation status of the firm. In addition, we include dummies for the age of the firm, as well as two dummies that indicate if the market where the firm operates is growing or decreasing, respectively. We have also included time dummies so as to control for aggregate shocks, and industry dummies to control for this source of heterogeneity among firms.

The ordered probit estimates are shown in Table 1. Although these estimates only have an auxiliary role in our analysis, some interesting patterns arise. The change in intermediate inputs shows a positive and significant coefficient, as expected, pointing out that positive firm-specific shocks tend to increase employment. In addition, the variables up and down indicating expanding and contracting markets, respectively, are significant and show the expected signs. The dummies for firm age point out, other things being equal, a negative and nonlinear effect of age on employment growth. A positive effect of the capital-labour ratio is also found, and a negative though small effect of the proportion of blue collar in total firm’s employment. The logarithm of lagged employment has a negative and significant effect, which we interpret as a negative effect of firm’s size on employment growth. The variables on whether the firm has introduced process innovations and whether the firm has registered any patent have a positive and significant effect, and their magnitudes are very similar. The positive effect of technological effort on employment growth is also remarkable. Another interesting result is that the effect of idiosyncratic shocks, measured by the change in intermediate inputs, is greater for those firms which have introduced process
innovations, which we have captured by means of the variable which interacts the change in intermediate inputs with the qualitative indicator for process innovations. Hence, it appears that innovative firms are more prompted to create (destroy) jobs if the firm faces positive (negative) idiosyncratic shocks.

In Table 2, we present the estimates for job creation and job destruction, conditional on positive and negative employment changes, respectively. In the first and third columns we report the estimates ignoring selectivity bias, whereas our estimates in the second and fourth columns have taken proper account of sample selectivity. In the fifth column, we present estimates for net job creation using the whole sample. Regarding the estimates without selectivity bias correction, we find that several variables are non-significant, and some of them have wrong signs. The first noticeable result from the estimates that control for sample selectivity is that the selectivity correction terms are strongly significant. Furthermore, most variables are significant. In particular, the sets of time and the set of industry dummies were found to be jointly significant. In table 3, we present Wald tests for equality of coefficients in the job creation and job destruction equations, and we find evidence of asymmetries in some estimated effects on job creation and job destruction\(^6\).

Concerning shocks, we find that idiosyncratic shocks (captured by the rate of change in intermediate inputs) have a positive effect on job creation, and a negative effect in job destruction. The variables controlling for the state of demand in the main market where the firm operates (whether the market is expanding or contracting) also have the expected signs. Although the incidence of market conditions appears to be higher for job creation than for job destruction, the difference is not statistically significant.

We also find a positive effect of the capital-labour ratio on employment growth, and a negative but small effect of the proportion of blue collar labour. Moreover, lagged employment has a negative effect on job creation and a positive effect on

\(^6\) Equality of coefficients means the same value with opposite sign.
job destruction, yet the magnitude (in absolute value) is significantly smaller for job destruction. This result might be interpreted as a negative effect of size on employment growth, so that smaller firms tend to create more (and to destroy less) employment than large firms.

The firm's maturity, measured by means of three dummy variables on age, has a negative effect on employment growth, yet again the effect appears to be significantly greater for job creation than for job destruction (the hypothesis of equality of the coefficients on the age dummies is rejected at any significance level). According to the Wald test, the age variables were jointly significant in both equations.

Concerning the innovation variables, the importance of controlling for sample selection bias is very apparent, since we observe dramatic changes in the sign and precision of the estimated coefficients. When sample selection bias is accounted for, all the innovation variables turn out to be strongly significant. The qualitative indicators of innovation status show a positive effect on employment growth, though the fact of introducing process innovations appears to be much more relevant than the introduction of patents. The estimations point out that innovative firms create more employment (and destroy less employment) than non-innovative firms. Evidence from introduction of patents is similar, though the magnitude is smaller. Consequently, on average, innovative firms create more net jobs than non-innovative ones.

Another interesting result concerns the interaction between the change in the logarithm of intermediate inputs and the qualitative indicator of introducing process innovations. We also find that whereas the effect of idiosyncratic shocks on job creation is not significantly different for innovative and non-innovative firms, their effect on job destruction is particularly stronger for innovative firms.

In addition to the qualitative variables for innovation, we have also included the logarithm of firm's technological effort, which is a time-varying continuous variable. The estimates show a strongly positive effect of technological effort on net employment creation. The absolute values of the estimated coefficients are not significantly
different for job creation and job destruction, so that we do not find evidence of asymmetric effects of innovation variables on job creation and destruction.

As we could expect, the estimates for net job creation show similar results to the estimates for job creation and job destruction without the selectivity correction, when the estimated coefficients for job creation and job destruction are similar with opposite signs. The main difference is that the age dummies are just slightly significant, reflecting the fact that firms maturity has a negative effect both on job creation and job destruction, and therefore this effect is not captured when we estimate the model for net job creation.

4 CONCLUSIONS

The main concern of this paper has been to study the impact of firms' innovation activity on job creation and job destruction. In order to do this, we have estimated reduced form equations for job creation and job destruction, for which we have taken account of the sample selection biased induced by the endogeneity of firms' decisions on whether to hire or to lay off.

The preliminary evidence confirms the large heterogeneity of firm-level employment changes even for narrowly defined industries, which had been previously found for other countries. In addition, the shape of job creation and job destruction also resembles the findings from previous studies, in particular, about a positive relationship between innovation and employment.

Our main findings, based on our multivariate analysis for job creation and job destruction, can be summarized as follows. First, innovative firms tend to create more and to destroy less employment than non innovative firms, this effect being more important for the innovation measure based on process innovations. Second, technological effort has a strongly positive effect on net employment creation. Finally, we find that job destruction is more sensitive to idiosyncratic shocks in the case of innovative firms.
Our results provide evidence supporting the fact that innovation is one of the driving forces behind the net creation of jobs in Spanish manufacturing, and that this effect is increasing with the degree of technological effort. One problem with our analysis is that the estimates only capture partial correlations, which do not have further interpretation due to the lack of a model that might establish how parameters depend on the technology and adjustment cost structure of firms. The role of innovation in the dynamics of job creation and job destruction appears as a promising topic for future research.
Table 1: Job creation and job destruction

Ordered probit estimates

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Standard Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Process Innovation</td>
<td>0.06905</td>
<td>(0.04022)</td>
</tr>
<tr>
<td>Patents</td>
<td>0.06352</td>
<td>(0.03804)</td>
</tr>
<tr>
<td>Technological effort</td>
<td>1.64255</td>
<td>(0.71860)</td>
</tr>
<tr>
<td>Intermediate Inputs</td>
<td>0.41364</td>
<td>(0.04629)</td>
</tr>
<tr>
<td>Interm. Inputs*Proc. Innov.</td>
<td>0.24410</td>
<td>(0.11085)</td>
</tr>
<tr>
<td>Ln(N)</td>
<td>-0.15969</td>
<td>(0.01362)</td>
</tr>
<tr>
<td>Ln(K / N)</td>
<td>0.10536</td>
<td>(0.01782)</td>
</tr>
<tr>
<td>White Collars</td>
<td>-0.00109</td>
<td>(0.00092)</td>
</tr>
<tr>
<td>Age2</td>
<td>-0.04289</td>
<td>(0.03781)</td>
</tr>
<tr>
<td>Age3</td>
<td>-0.16709</td>
<td>(0.04277)</td>
</tr>
<tr>
<td>Age4</td>
<td>-0.27328</td>
<td>(0.05573)</td>
</tr>
<tr>
<td>Expanding Market</td>
<td>0.20001</td>
<td>(0.03658)</td>
</tr>
<tr>
<td>Contracting Market</td>
<td>-0.29683</td>
<td>(0.03704)</td>
</tr>
</tbody>
</table>

Description of the variables

- **Process Innovation**: Dummy variable indicating whether the firm has introduced process innovations in at least one third of the years in the sample period.
- **Patents**: Dummy variable indicating whether the firm has introduced process innovations in at least one third of the years in the sample period.
- **Technological effort**: Percentage in firm total sales of R&D expenditure and technology imports.
- **Intermediate Inputs**: Change in the logarithm of intermediate inputs.
- **Interm. Inputs*Proc. Innov.**: Change in the logarithm of intermediate inputs interacted with the dummy for process innovations.
- **Ln(N)**: Logarithm of employment lagged one period.
- **Ln(K / N)**: Logarithm of the capital/labor ratio lagged one period.
- **White Collars**: Proportion of white collars over employment.
- **Age***: Dummies for firm's age: Age1 (0-10 years) omitted, Age2 (11-20 years), Age3 (21-40 years), Age4 (more than 40 years).
- **Expanding / Contracting Market**: Dummy variables referring to the demand conditions in the main market where the firm is operating.
Table 2: Job creation and job destruction

<table>
<thead>
<tr>
<th></th>
<th>Job creation</th>
<th>Job destruction</th>
<th>Net Job Cr.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Process Innovation</td>
<td>0.01375</td>
<td>0.01330</td>
<td>-0.01177</td>
</tr>
<tr>
<td></td>
<td>(0.00673)</td>
<td>(0.00554)</td>
<td>(0.00819)</td>
</tr>
<tr>
<td>Patents</td>
<td>-0.00556</td>
<td>0.02526</td>
<td>0.00657</td>
</tr>
<tr>
<td></td>
<td>(0.00555)</td>
<td>(0.00675)</td>
<td>(0.00878)</td>
</tr>
<tr>
<td>Technological effort</td>
<td>0.06913</td>
<td>0.81366</td>
<td>-0.08087</td>
</tr>
<tr>
<td></td>
<td>(0.16349)</td>
<td>(0.29827)</td>
<td>(0.10269)</td>
</tr>
<tr>
<td>Intermediate Inputs</td>
<td>0.07137</td>
<td>0.25778</td>
<td>-0.04201</td>
</tr>
<tr>
<td></td>
<td>(0.01405)</td>
<td>(0.06558)</td>
<td>(0.01629)</td>
</tr>
<tr>
<td>Interm. Inputs*Proc. Innov.</td>
<td>-0.04904</td>
<td>0.05229</td>
<td>-0.01622</td>
</tr>
<tr>
<td></td>
<td>(0.02142)</td>
<td>(0.03561)</td>
<td>(0.02461)</td>
</tr>
<tr>
<td>Ln(N)</td>
<td>-0.03860</td>
<td>-0.11114</td>
<td>-0.01549</td>
</tr>
<tr>
<td></td>
<td>(0.00307)</td>
<td>(0.02447)</td>
<td>(0.00242)</td>
</tr>
<tr>
<td>Ln(K/ N)</td>
<td>0.01930</td>
<td>0.06608</td>
<td>-0.01710</td>
</tr>
<tr>
<td></td>
<td>(0.00410)</td>
<td>(0.01687)</td>
<td>(0.00357)</td>
</tr>
<tr>
<td>White Collars</td>
<td>-0.00015</td>
<td>-0.00067</td>
<td>-0.0044</td>
</tr>
<tr>
<td></td>
<td>(0.00018)</td>
<td>(0.00022)</td>
<td>(0.00020)</td>
</tr>
<tr>
<td>Age2</td>
<td>-0.02649</td>
<td>-0.04356</td>
<td>-0.02806</td>
</tr>
<tr>
<td></td>
<td>(0.00740)</td>
<td>(0.00978)</td>
<td>(0.00861)</td>
</tr>
<tr>
<td>Age3</td>
<td>-0.03895</td>
<td>-0.1174</td>
<td>-0.04046</td>
</tr>
<tr>
<td></td>
<td>(0.00685)</td>
<td>(0.02429)</td>
<td>(0.00778)</td>
</tr>
<tr>
<td>Age4</td>
<td>-0.02777</td>
<td>-0.15145</td>
<td>-0.03056</td>
</tr>
<tr>
<td></td>
<td>(0.00915)</td>
<td>(0.04039)</td>
<td>(0.00871)</td>
</tr>
<tr>
<td>Expanding Market</td>
<td>0.00851</td>
<td>0.09678</td>
<td>0.00172</td>
</tr>
<tr>
<td></td>
<td>(0.00583)</td>
<td>(0.02823)</td>
<td>(0.00708)</td>
</tr>
<tr>
<td>Contracting Market</td>
<td>0.00191</td>
<td>-0.14288</td>
<td>0.01804</td>
</tr>
<tr>
<td></td>
<td>(0.00873)</td>
<td>(0.04803)</td>
<td>(0.00695)</td>
</tr>
<tr>
<td>Selectivity term*</td>
<td>0.67566</td>
<td>0.52234</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.21393)</td>
<td>(0.12852)</td>
<td></td>
</tr>
</tbody>
</table>

Wald tests (p-value)

<table>
<thead>
<tr>
<th></th>
<th>Job creation</th>
<th>Job destruction</th>
<th>Net Job Cr.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age dummies</td>
<td>32.8 (0.000)</td>
<td>31.0 (0.000)</td>
<td>27.1 (0.000)</td>
</tr>
<tr>
<td>Time dummies</td>
<td>13.6 (0.035)</td>
<td>19.3 (0.003)</td>
<td>33.9 (0.000)</td>
</tr>
<tr>
<td>Industry dummies</td>
<td>91.0 (0.000)</td>
<td>93.9 (0.000)</td>
<td>53.9 (0.000)</td>
</tr>
</tbody>
</table>

*Inverse of the Mills’ ratio in the job creation equation and its complement in the job destruction equation
<table>
<thead>
<tr>
<th>Feature</th>
<th>Test</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Process Innovation</td>
<td>0.2705</td>
<td>0.6030</td>
</tr>
<tr>
<td>Patents</td>
<td>0.7605</td>
<td>0.3832</td>
</tr>
<tr>
<td>Technological effort</td>
<td>0.3885</td>
<td>0.5331</td>
</tr>
<tr>
<td>Intermediate Inputs</td>
<td>1.3549</td>
<td>0.2444</td>
</tr>
<tr>
<td>Interm. Inputs*Proc. Innov.</td>
<td>0.4155</td>
<td>0.5192</td>
</tr>
<tr>
<td>Ln(N)</td>
<td>7.7224</td>
<td>0.0055</td>
</tr>
<tr>
<td>Ln(K/N)</td>
<td>0.6893</td>
<td>0.4064</td>
</tr>
<tr>
<td>White Collars</td>
<td>6.7945</td>
<td>0.0091</td>
</tr>
<tr>
<td>Age dummies</td>
<td>32.0249</td>
<td>0.0000</td>
</tr>
<tr>
<td>Expanding/Contracting Markets</td>
<td>0.9365</td>
<td>0.6261</td>
</tr>
<tr>
<td>Variable</td>
<td>Mean</td>
<td>St. Dev.</td>
</tr>
<tr>
<td>-------------------------------</td>
<td>--------</td>
<td>----------</td>
</tr>
<tr>
<td>Process Innovation</td>
<td>0.2376</td>
<td>0.42325</td>
</tr>
<tr>
<td>Patents</td>
<td>0.2027</td>
<td>0.40206</td>
</tr>
<tr>
<td>Technological effort</td>
<td>0.0092</td>
<td>0.03980</td>
</tr>
<tr>
<td>Intermediate Inputs</td>
<td>2655.85</td>
<td>9723.485</td>
</tr>
<tr>
<td>Employment</td>
<td>193.36</td>
<td>476.6201</td>
</tr>
<tr>
<td>Fixed Capital</td>
<td>872.43</td>
<td>3032.929</td>
</tr>
<tr>
<td>White Collars</td>
<td>29.68</td>
<td>18.83645</td>
</tr>
<tr>
<td>Age</td>
<td>21.64</td>
<td>20.14084</td>
</tr>
<tr>
<td>Expanding Market</td>
<td>0.2787</td>
<td>0.44838</td>
</tr>
<tr>
<td>Contracting Market</td>
<td>0.2694</td>
<td>0.44368</td>
</tr>
</tbody>
</table>
Figure 1: Employment Growth Histogram
Figure 4: Job creation and destruction by year and innovation status

Figure 5: Job creation and destruction by size and innovation status
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