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ABSTRACT

Spatial price dispersion varies because of climatic fluctuations, market imperfections, economic growth or economic policies. These variations are often neglected in poverty studies.

In this paper, we propose a simple simulation formula to assess the effect on poverty of a change in the spatial mean or spatial variance of price indices without having to model each household situation. This approach constitutes a convenient first step of the analysis of the impact of change in price distributions before more sophisticated investigation of causality structures and household heterogeneity.
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1. Introduction

Variations in prices are fundamental for poverty analysis, notably in LDCs (Less Developed Countries) where most of the poor live and where price dispersion can be large. Indeed, differences and changes in prices of the goods affect the purchasing power of the poor. This paper proposes a new and simple statistical approach to investigate how changes in price distribution affect poverty.

Price variations in developing countries stem from several sources. On one hand, structural adjustment plans or other economic policy measures are accompanied by large temporal and geographical movements of absolute and relative prices, which may substantially affect the distribution of real living standards. For example, Alderman and Shively (1996) and Sahn, Dorosh and Younger (1997) show that in Ghana that the market liberalisation during the adjustment program of the late 1980’s has led to a price decrease (or moderate increase) despite a devaluation of 100 percent. In this country, between 1984 and 1990, the prices of major staple foods fell and the rate of decline was faster than in the 1970’s and early 1980’s. This was accompanied by substantial changes in relative prices. Adjustment plans have raised a misgiving of poverty\(^1\) rise and the impact of these plans on poverty has been the object of many studies\(^2\). However, although most authors mention the importance of movements in aggregate relative prices on the wake of adjustment, they do not consider how these plans affect the spatial distribution of prices. This may be important when large differences exist in price levels that households, particularly poor households, face in different regions.

Many other economic policies are designed to change prices\(^3\). Some
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\(^3\) See for example Muellbauer (1974a, 1974b), Besley and Kanbur (1988),
policies aim at improving or stabilising the prices of inputs mainly bought by the poor. Other policies attempt to improve or stabilise the prices of the outputs produced intensively with the inputs used by the poor. All these economic measures are likely to affect the spatial structure of prices. Badiane and Shively find reductions in the local prices and local price variance following the economic reforms during 1983 in Ghana. Similarly, we shall examine the changes in level and spatial variance of price indices.

Some authors have analysed how price-changing policies affect poverty. For example, Ravallion and van de Walle study how food pricing reforms affect poverty in Indonesia. They simulate a hypothetical reform of rice pricing and find that the poverty orderings critically depend on the choice of poverty lines. Then, we shall use several poverty lines.

On the other hand, geographical and seasonal differences in prices that households face are common in LDCs, and typically generated by agricultural output fluctuations, imperfect markets, high transport and commercialisation costs, and information problems. Evidence of regional differences in price levels have been found in many LDCs. This is significant because, as discussed by Sen (1981), differences in prices that households face can dramatically affect their capacity to acquire food.

Evidence also exists of large intertemporal price movements. The World Bank (1992) shows seasonal price ratios for twenty rural developing countries in the 1980’s and five products (rice, maize, wheat, sorghum and millet). The ratios exhibit a generally high sensitivity of agricultural relative prices across seasons. Such variations may severely harm poor peasants who have often limited access to capital markets. In Africa, Baris and Couty (1981) suggest that the seasonal

---


price fluctuations may make the social differentiation worse. Barrett and Dorosh (1996) find substantial farmer’s welfare impact of changing rice prices in Madagascar. Similar evidence and concern have been raised for geographical differences in prices across households or for industrialised countries (Riley, 1961). Consequently, it is important to consider local price indices rather than national or regional inflation indicators, and to account for the seasonal variability in prices.

Price distributions can be summarised in a first approach by the mean and variance of price indices across households. Then, changes in price distributions can be approximated by changes in statistics of the price index distribution. The latter statistics are easier to gather or to conjecture than a whole description of the joint distribution of living standards and all prices. In this paper, we develop a simple prediction formula based on the changes in these two statistics to assess the effect on poverty of the changes in the price distribution without having to model the situation of every individual household. The approach in this paper does not incorporate agents’ responses and general equilibrium effects, which are discussed in Bourguignon et al. (2002). What we provide is a tool to produce preliminary estimates without entering in the modelling of a full economy.

We discuss in Section 2 the Watts poverty measure on which our analysis is based. In Section 3, we present an estimator of the effect of price changes on the Watts poverty measure under lognormality. We present in Section 4 an application to seasonal price variations in Rwanda. Finally, Section 5 concludes the paper. The proofs are presented in the Appendix.

2. The Watts poverty measure

In this section, we discuss the living standard indicator, then the Watts poverty measure on which the analysis is based and finally a parametric formula of this poverty measure under bivariate lognormality of nominal living standards and price indices. The living standard indicator for household $i$ at period $t$ is defined as $y_{it} = \frac{c_{it}}{c_{it}} P_{it}$.
where $c_{it}$ is the value of the consumption of household $i$ at period $t$, $es_i$ is the equivalence scale of household $i$ and $P_{it}$ is the price index associated with household $i$ and period $t$. We label $w_{it} = c_{it}/es_i$, the non-deflated living standard indicator (nominal living standard).

Atkinson (1987) and Ravallion (1994), among others, insist on using axiomatically sound poverty measures for inferences on poverty. One of the main axiomatically sound poverty measures is the Watts measure (Watts, 1968, Zheng, 1993). We focus on this indicator because of its attractive axiomatic properties and of the existence of a convenient parametric formula under lognormality. However, the methods of the paper can also be extended to the cases of the Head-Count Index and the Gini coefficient of inequality, and to many other welfare indicators under different distribution assumptions. The Watts poverty measure is defined as

$$W = \int_0^z \frac{d\mu(y)}{1 - \ln(y/z)}$$

where $\mu$ is the cumulative distribution function of living standards $y$, and $z$ is the poverty line. The Watts measure satisfies the monotonicity, sub-group consistency, transfer and transfer sensitivity axioms.\footnote{Focus axiom: The poverty index $P(y, z)$ on independent of the income distribution above $z$. Monotonicity: $P(y, z)$ is increasing if one poor person has a drop in income. Transfer: $P(y, z)$ increases if income is transferred from a poor person to someone richer. Transfer-sensitivity: The increase in $P(y, z)$ in the previous Transfer axiom is inversely related to the income level of the donator. Sub-group consistency: if an income distribution is partitioned in two sub-groups $y'$ and $y''$, then an increase in $P(y'', z)$ with $P(y', z)$ constant, increases $P(y, z)$.}

Eq. 1 supposes that the poverty line, $z$, is defined independently of the distributions of real living standards. Many methods exist for calculating poverty lines (Ravallion, 1998) and this assumption may not always be satisfied. In such a case, $z$ becomes an explicit function $z(\mu)$ and complementary terms must be added to the formulae in this
paper. We do not pursue this approach to avoid mixing too many different issues.

We can obtain an explicit parametric expression of the Watts measure by approximating the joint distribution of \((w, I)\) with a bivariate lognormal distribution. This will help us to separate these contributions of the distributions for non-deflated living standards and prices. The choice of the lognormal distribution is supported by the fact that histograms of nominal living standards and price indices have unimodal asymmetrical and leptokurtic shapes. Moreover, these variables are always positive.

The lognormal approximation has been frequently used in applied analysis of living standards. Log-wage or log-price equations have also been estimated, often implicitly relying on error terms that satisfy normality assumptions. Eaton (1980), Deaton and Grimard (1992), assume for example, lognormality for price distributions. Other distribution models for living standards or incomes could also be used to represent the data, but they would not lead to a parametric expression for the Watts measure.

Finally, the reason for a lognormal specification in this paper is not its good fit with the data, but rather the availability of a convenient parametric expression of the Watts measure. The parametric approach has been shown to be useful in poverty measurement, as demonstrated in the example of Cowell and Victoria-Feser (1996) for the treatment of data contamination. In this paper, we use it to calculate the impact of price changes.

As we showed in Muller (2001), the Watts poverty measure is the only axiomatically sound and subgroup-consistent poverty indicator used by empirical economists for which a parametric formula can be derived under bivariate lognormal distribution of price index and nom-
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8Creedy and Martin (1994).
inal living standard. However, the statistical methods we implement in this paper can easily be applied to the Head-Count index or the Gini coefficient of inequality. To shorten the exposition and because the Head-Count index has mediocre theoretical properties, we focus on the Watts measure of which we now present the formula under lognormality.

**Proposition 1** (Muller, 2001)

If the nominal living standards \( w \) and the price indices \( P \) follow a bivariate lognormal distribution law, \( \ln \left( \begin{pmatrix} m_1 \\ m_2 \end{pmatrix}, \begin{bmatrix} \sigma_1^2 & \rho \sigma_1 \sigma_2 \\ \rho \sigma_1 \sigma_2 & \sigma_2^2 \end{bmatrix} \right) \), then the Watts measure is equal to:

\[
W = (\ln z - m_1 + m_2) \Phi \left( \frac{\ln z - m_1 + m_2}{\sqrt{\sigma_1^2 + \sigma_2^2 - 2\rho \sigma_1 \sigma_2}} \right) + \sqrt{\sigma_1^2 + \sigma_2^2 - 2\rho \sigma_1 \sigma_2} \phi \left( \frac{\ln z - m_1 + m_2}{\sqrt{\sigma_1^2 + \sigma_2^2 - 2\rho \sigma_1 \sigma_2}} \right),
\]

where \( \phi \) and \( \Phi \) are respectively the p.d.f. and c.d.f. of the standard normal distribution.

Now we are ready to explain how to obtain simulations of poverty in this framework.

3. A Simulator for the Watts Measure

In this section, we first present the parameters’ estimators of the bivariate distribution. Then, we propose a simulator of the Watts poverty measure when the distribution of price indices changes.
3.1. MLE

We first recall a few well-known formulae that will be used for our estimators of $W$. The parameters of the joint distribution can be estimated from joint samples of price indices and living standards. All parameters, except the correlation coefficient $\rho$, can also be estimated from separate information sources about prices and incomes.

**Proposition 2**

If the distributions of $w$ and $P$ are jointly lognormal, then the maximum likelihood estimators (MLE) of $(m_i, \sigma_i)$, $i = 1$ and $2$, and $\rho$, are consistent, asymptotically normal, efficient and invariant. They are:

\[
\hat{m}_1 = \frac{1}{n} \sum_i \ln(w_i)\text{and}\ \hat{m}_2 = \frac{1}{n} \sum_i \ln(P_i);
\]

\[
\hat{\sigma}_1^2 = \frac{1}{n} \sum_i (\ln(w_i) - \hat{m}_1)^2\text{and}\ \hat{\sigma}_2^2 = \frac{1}{n} \sum_i (\ln(P_i) - \hat{m}_2)^2;
\]

\[
\hat{\rho} = \frac{\frac{1}{n} \sum_i (\ln(w_i) - \hat{m}_1)(\ln(P_i) - \hat{m}_2)}{\hat{\sigma}_1 \hat{\sigma}_2},\text{where}\ n\ \text{is the sample size.}
\]

The Fisher information matrix associated with $(\hat{m}_1, \hat{m}_2, \hat{\sigma}_1, \hat{\sigma}_2, \hat{\rho})$ is given in the Appendix.

3.2. MME

We now use the mean and variance of $P$ to produce alternative estimators of the parameters $m_2$ and $\sigma_2$. The mean $(M_2)$ and the
variance \((S_2^2)\) of \(P\) following a bivariate lognormal law can be *explicitly* calculated from the parameters of the distribution. Then, these formulae can be used to define method-of-moment estimators (MME) of \(m_2\) and \(\sigma_2\) as follows.

**Definition 1** The MME of \(m_2\) and \(\sigma_2\) are:

\[
\hat{\sigma}_2(\hat{M}_2, \hat{S}_2) = \sqrt{\ln \left(1 + \frac{\hat{M}_2}{\hat{S}_2^2}\right)} \tag{2}
\]

\[
\hat{m}_2(\hat{M}_2, \hat{S}_2) = \ln(\hat{M}_2) - \frac{\hat{\sigma}_2^2}{2} \tag{3}
\]

where \(\hat{M}_2\) and \(\hat{S}_2^2\) are respectively the empirical means and the empirical variance of the price indices.

**Proof:** The characteristic function of the normal law \(\mu \equiv N(m, \sigma^2)\) is the following (Johnson and Kotz, 1973).

\[
G(t) = \int e^{i(u)} d\mu(u) = e^{itm - \frac{1}{2}t^2\sigma^2} \tag{4}
\]

Equation 4 gives for \(t = -i.r, u = \ln(v) : \int v^r.dLN(v) = e^{rm + \frac{1}{2}r^2\sigma^2}\). In particular, using specific values of \(r\) we have for \(X = y\) following a joint lognormal distribution:

\[
EX = e^{m+\sigma^2/2} \tag{5}
\]

\[
E(X^2) = e^{2m+2\sigma^2} \tag{6}
\]

\[
V X = E(X^2) - (EX)^2 = e^{2m+\sigma^2}(e^{\sigma^2} - 1) \tag{7}
\]
Equations 5 and 7 enable us to define the MME \((\tilde{m}_2, \tilde{\sigma}_2)\) because in the bivariate lognormal distribution the corresponding moments are separable and can be deducted from the marginal distribution of the price indices. QED.

**Proposition 3** Estimators \(\tilde{m}_2\) and \(\tilde{\sigma}_2^2\) are consistent, although generally not efficient. Their asymptotic covariance matrix is presented in the next proposition.

The asymptotic covariance matrix of the MMEs \((\tilde{m}_2, \tilde{\sigma}_2)\) is

\[
\Sigma_1 = \left[ D' \Phi^{-1} D \right]^{-1} / n
\]

where \(n\) is the sample size, \(D = \begin{bmatrix} -e^{(m_2+\sigma_2^2)/2} & -\sigma_2 e^{(m_2+\sigma_2^2)/2} \\ -2e^{2m_2+2\sigma_2^2} & -4\sigma_2 e^{2(m_2+\sigma_2^2)} \end{bmatrix}\)

and where \(\Phi_{kj} = \lim_{n \to +\infty} \frac{1}{n} \sum_{i=1}^{n} f_{ik} f_{ij} (i, j = 1, 2)\) can be estimated by using \(\hat{\Phi}_{kj} = \frac{1}{n} \sum_{i=1}^{n} f_{ik} f_{ij} (k, j = 1, 2)\), for each observation \(i\), the two moments are: \(f_1 = P_i - e^{m_2+\sigma_2^2}/2\) and \(f_2 = P_i^2 - e^{2m_2+2\sigma_2^2}\).

Finally, we derive the formula of the asymptotic covariance matrix of \((\tilde{m}_1, \tilde{\sigma}_1, \tilde{m}_2, \tilde{\sigma}_2)\) that we will use for the standard error of the simulator of \(W\).

**Proposition 4** Let \(IF\) be the total information matrix for the joint sample of price indices and nominal living standards. Under the hypothesis \(\rho = 0\), the asymptotic covariance matrix of \((\tilde{m}_1, \tilde{\sigma}_1, \tilde{m}_2, \tilde{\sigma}_2)\) is:

\[
\Sigma_2 = \begin{bmatrix} \frac{1}{n} IF_1^{-1} & 0 \\ 0 & \Sigma_1 \end{bmatrix}
\]
where \( IF^{-1} \) is the inverse of the block of \( IF \) corresponding to \((\hat{m}_1, \hat{\sigma}_1)\).

\[
IF^{-1} = \begin{bmatrix}
\sigma_1^2(1 - \rho^2) & 0 \\
0 & \frac{\rho^2(\sigma_1 - \sigma_2)^2 + 4\sigma_1^2\sigma_2^2 + \rho^2(4\sigma_1^2\sigma_2^2 - 2\sigma_1^2 - 2\sigma_2^2)}{\sigma_1^2(2\sigma_1^2 + \rho^2(1 - \rho^2)(-1 + \sigma_2^2))}
\end{bmatrix}
\]

3.3. A simulator of the effects of price changes on poverty

We now propose a simulator of the Watts poverty measure, \( WS \), which describes the impact of changes in the mean and in the variance of the price index distribution on poverty. These changes are indexed by two new parameters related to natural intuitions: \( \theta_1 \), \( \theta_2 \). By definition, \( \theta_1 \) is the proportional change in the mean price index, \( M_2 \), and \( \theta_2 \) is the proportional change in the variance of price indices, \( S_2^2 \). When \( \theta_1 = \theta_2 = 1 \), the price index distribution stays the same. This approach is possible because we use Watts poverty formula in which the estimators of the mean and variance of the price indices are explicitly incorporated. The formula of the simulator is the following:

**Definition 2**

\[
WS = (\ln z - \hat{m}_1 + \hat{m}_2(\theta_1 M_2, \theta_2 S_2^2))
\]

\[
\Phi \left( \frac{\ln z - \hat{m}_1 + \hat{m}_2(\theta_1 M_2, \theta_2 S_2^2)}{\sqrt{\hat{\sigma}_1^2 + \hat{\sigma}_2^2(\theta_1 M_2, \theta_2 S_2^2) - 2\hat{\rho}\hat{\sigma}_1\hat{\sigma}_2(\theta_1 M_2, \theta_2 S_2^2)}} \right) + \sqrt{\hat{\sigma}_1^2 + \hat{\sigma}_2^2(\theta_1 M_2, \theta_2 S_2^2) - 2\hat{\rho}\hat{\sigma}_1\hat{\sigma}_2(\theta_1 M_2, \theta_2 S_2^2)} \cdot \phi \left( \frac{\ln z - \hat{m}_1 + \hat{m}_2(\theta_1 M_2, \theta_2 S_2^2)}{\sqrt{\hat{\sigma}_1^2 + \hat{\sigma}_2^2(\theta_1 M_2, \theta_2 S_2^2) - 2\hat{\rho}\hat{\sigma}_1\hat{\sigma}_2(\theta_1 M_2, \theta_2 S_2^2)}} \right)
\]

(9)

where \( \theta_1 \) and \( \theta_2 \) are simulation parameters describing changes in
the price distribution. \( \tilde{m}_2(.,.) \) and \( \tilde{\sigma}_2(.,.) \) denotes the functions defined in equations 2 and 3.

Note that this formula incorporates the estimator of \( \rho \). However, this estimator can only be used when prices and living standards are simultaneously observed for the same sample. This is not the case if price information does not come from the household consumption survey. Since the situation of null or weak correlation is not unrealistic at least in some contexts (for example in Muller, 2001), it is interesting to consider the same predictor in which \( \hat{\rho} \) has been replaced by zero. The hypothesis that nominal living standards and price indices are not correlated is often necessary because there is little hope of recovering the correlation parameter from published information on prices and living standards. In the case \( \rho = 0 \), the asymptotic covariance matrix of \( WS \) can be related to the asymptotic covariance matrix \( \Sigma_2 \), as the following proposition shows.

**Proposition 5**

*Under the hypothesis \( \rho = 0 \), \( V(WS) = G.\Sigma_2.G' \) where*

\[
G = \left[ \frac{\partial W}{\partial (m_1 \sigma_1 m_2 \sigma_2)} \right] \cdot \left[ \frac{\partial (m_1 \sigma_1 m_2 (\theta_1 M_2 \theta_2 S_2) \sigma_2 (\theta_1 M_2 \theta_2 S_2))}{\partial (m_1 \sigma_1 \theta_1 M_2 \theta_2 S_2)} \right]^{-1}.
\]

\[
\begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & \theta_1 & 0 \\
0 & 0 & 0 & \theta_2
\end{bmatrix}
\]

where \[
\left[ \frac{\partial (m_1 \sigma_1 m_2 \sigma_2)}{\partial (m_1 \sigma_1 M_2 S_2)} \right] = \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & \frac{\partial m_2}{\partial M_2} & \frac{\partial m_2}{\partial S_2} \\
0 & 0 & \frac{\partial \sigma_2}{\partial M_2} & \frac{\partial \sigma_2}{\partial S_2}
\end{bmatrix},
\]
\[ \frac{\partial \sigma_2}{\partial m_2} = \frac{1}{M_2} \left[ 1 + \frac{S_2^2}{M_2^2 + S_2^2} \right], \quad \frac{\partial \sigma_2}{\partial S_2^2} = -\frac{1}{2(M_2^2 + S_2^2)}, \]

\[ \frac{\partial \sigma_2}{\partial M_2} = -\frac{1}{\sqrt{\ln \left( 1 + \frac{S_2^2}{M_2^2} \right)}} \left( \frac{S_2^2}{M_2^2 + S_2^2} \right), \quad \text{and} \quad \frac{\partial \sigma_2}{\partial S_2} = \frac{1}{2 \sqrt{\ln \left( 1 + \frac{S_2^2}{M_2^2} \right)}} \left( \frac{1}{M_2^2 + S_2^2} \right). \]

The asymptotic covariance matrix \( \Sigma_2 \) can be consistently estimated by replacing parameters \( m_i, \sigma_i^2 \) \((i = 1, 2)\) and \( \rho \) with consistent estimates. Each Jacobian matrix can also be estimated consistently by using consistent estimators of parameters. When the hypothesis \( \rho = 0 \) is rejected, no convenient close form is available for the formula of the asymptotic covariance matrix of \( WS \). We do not provide the complicated general formula of \( V(WS) \) in that case, because the coefficient \( \rho \) is not likely to be estimable without data on prices and incomes from the same survey. We now discuss the data used for a brief application of the above formulae.

4. Application to seasonal price variations in Rwanda

The data for the estimation is extracted from the Rwandan national budget-consumption survey, conducted by the Government of Rwanda and the French Cooperation and Development Ministry, in the rural part of the country from November 1982 to December 1983 (Ministère du Plan, 1986a)\(^9\). In 1983, Rwanda had a per capita GNP of US $270 per annum, which is a very low level. More than 95 percent of the population lived in rural areas (Bureau National du Recensement, 1984). 270 households were surveyed about their consumption. Due to missing values, 265 observations are used for the estimations.

The collection of the consumption data was organised in four rounds, corresponding to four quarters (A, B, C, D) of the agricultural year 1982-83: Round A: 01/11/1982 until 16/01/1983; Round B: 29/01/1983 until 01/05/1983; Round C: 08/05/1983 until 07/08/1983; Round D:

\(^9\)The main part of the collection has been designed with the help of INSEE (French National Statistical Institute).

Several studies of price surveys in Rwanda have established the existence of substantial geographical and seasonal price dispersion\(^{10}\). We have calculated price indicators of the main categories of goods, for every quarter and every cluster of the sample. We use a Laspeyres price index specific to each household and each quarter, in which the basis is the annual national average consumption. Thus, the price index simultaneously accounts for geographical and quarterly price dispersions.

For the poverty estimator, we use poverty lines located in relevant parts of the distribution. \(z_A\) is four times the minimum over the four quarters of the first quintiles of quarterly living standards. \(z_B\) is the sum of the first quintiles of the four quarterly living standards. \(z_C\) is the first quintile of annual living standards. \(z_D, z_E, z_F\), have respectively the same definitions calculated from second quintiles. These definitions correspond to the annual poverty lines. The quarterly poverty lines, used for estimating the quarterly poverty indicators, are the annual poverty lines divided by four.

In the simulations, we do not incorporate the responses of households to changes in prices they face, nor the shift of the equilibrium of the economy caused by price shocks. An approach followed by Ravalion and van de Valle (1991) to account for household responses, is to estimate equivalent income functions using a demand model and to simulate the new value of each household’s equivalent income after the price changes. Here, we focus on the very short term effects, neglecting household responses.

We now examine the consequences on poverty of non-marginal seasonal shocks. These shocks are interesting because they are related to the typical seasonal price fluctuations that Rwandan households face each year. Naturally, different years may have different patterns of price fluctuations, creating price shocks households cannot anticipate.

We shall describe the seasonal shocks in prices by different values of mean and variance of the distribution of price indices. However, these parameters will always be defined in reference with the observed quarterly distributions of price indices.

All the parameters from the joint distribution can be estimated from the data for each quarter, and we shall consider them as known. We are interested in changes in the level $M_2$ and variance $S^2_2$ of prices. From the estimated mean and standard deviation of price indices at every quarter, we calculate the largest absolute deviation between two successive quarters for the mean and for the standard-deviation. That is, we consider additional increments in mean and variance of price indices comparable to the largest increment observed for two successive quarters. These numbers are used as a benchmark for the simulation of price changes that are therefore analog to seasonal changes. The calculation gives approximately a 15 percent increase for $M_2$; and 60 percent for $S^2_2$. Consequently and to keep this illustration short, we only examine two simulations: $M_2$ changed into $1.15 M_2$ ($\theta_1 = 1.15$); and $S^2_2$ changed into $1.6 S^2_2$ ($\theta_2 = 1.6$).

The poverty estimates resulting from the simulations based on equation 9 are shown in Table 1, along with the relative variations of $W$, and their standard errors. $\chi^2$ tests of independence show the hypothesis ($\rho = 0$) is not rejected in our data. Then, we can use Proposition 7 for the calculation of the standard errors.

The simulation results reveal that substantial poverty changes occur at every quarter owing to the price shocks represented by a 15 percent increase in mean of price indices. In contrast, a 60 percent increase in variance of price indices moderately changes poverty as described by the Watts measure. Then, the studied seasonal price distribution shocks on poverty in Rwanda can be considered as mostly aggregate shocks, consequences of the change in the general level of prices in the country. It seems that very large shocks in variances of price indices, as compared to typical seasonal shocks, would be required to seriously modify the poverty measured with the Watts measure in Rwanda. This suggests stressing studies of seasonal price...
shocks on the aggregate price shocks before entering into spatial and product decompositions. Of course, policy in this domain for Rwanda should be first guided by a sound understanding of the macroeconomic aspects and by the size of the seasonal fluctuations of the aggregate price index.

The magnitude of the poverty change is generally a decreasing function of the poverty line. The fact that the choice of the poverty line can substantially affect the relative variation in poverty shows the importance of considering a broad range of lines in such an analysis.

5. Conclusion

What is the impact on poverty of a change in the distribution of prices across households? This question is important because its answer may determine the design of policy responses to exogenous price shocks affecting household welfare.

To assess this impact, we propose a simple statistical tool based on the mean and the variance of spatial price indices that does not require the modelling of the situation for every individual household. The proposed simulator permits a first approach to the question of interest by determining if level and dispersion of prices\textsuperscript{11} are likely to influence poverty substantially.

In a short illustration for Rwanda, we find that seasonal variations in prices have an effect on poverty mostly through the change in the mean of spatial price indices and very little through the change in the variance in the spatial price indices. This suggests the need to develop modelling approaches that first emphasize the role of aggregate price shocks.

Additional empirical elements would be necessary to determine what changes in the price index mean and its variance are associated with different policies. Once in possession of such characteristics of

\textsuperscript{11}These price statistics may be associated for example with climatic fluctuations, market imperfections, economic growth or economic policies.
price shocks, the proposed simulator can be used to investigate these policies.

One could argue that all the simulations could be done more efficiently by using non-parametric methods based on joint observation of all prices and living standards for a representative sample of households (as in Barrett and Dorosh, 1996). This is partly true when such data are available. However, such availability is not a frequent occurrence and only mean and variance of price indices can generally be found at best.

There are several reasons for adopting a parametric approach of the problem. First, using a distribution model enables the researcher to complement missing information about prices and living standards. Much can be done from the sole knowledge of the values of means and variances of price indices and living standards, and by deriving from them the parameters of the joint distribution. Second, the parametric approach enables us to exhibit meaningful parameters that are easy to grasp: the mean and the variance. Not only can the main characteristics of the distribution of price indices be expressed in terms of the values of these parameters, but the definition of the simulations of interest can also be designed naturally in reference to the mean and variance of the price index. This makes a simulation easy to implement, and its results easier to communicate. Third, anchoring the approach on a well-known distribution shape enables the researcher to mobilise information about changes of moments of the price or living standard distributions. For example, we have shown how the largest seasonal gap in aggregate price means (or variance of price indices) could be naturally incorporated in the analysis. Such a task would be much less obvious in a non-parametric setting. Finally, there are examples of a fruitful use of parametric distribution modelling in welfare analysis, e.g. in Slottje (1987) who uses a multivariate distribution model to enter explanatory variables of the distribution through parameters. A similar approach could be implemented with our model,
at the cost of complicating it. However, non-parametric approaches become necessary when one wants to accurately understand the involved mechanisms at household level.
Table 1: Simulations

1.15 M₂

<table>
<thead>
<tr>
<th>Lines</th>
<th>z_F &gt;</th>
<th>z_E &gt;</th>
<th>z_D &gt;</th>
<th>z_C &gt;</th>
<th>z_B &gt;</th>
<th>z_A</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.2515</td>
<td>0.2149</td>
<td>0.1661</td>
<td>0.1535</td>
<td>0.1012</td>
<td>0.0822</td>
</tr>
<tr>
<td>A</td>
<td>[34.6]</td>
<td>[36.7]</td>
<td>[40.1]</td>
<td>[41.1]</td>
<td>[46.4]</td>
<td>[48.9]</td>
</tr>
<tr>
<td></td>
<td>(0.0233)</td>
<td>(0.0211)</td>
<td>(0.0178)</td>
<td>(0.0169)</td>
<td>(0.0126)</td>
<td>(0.0108)</td>
</tr>
<tr>
<td></td>
<td>0.2201</td>
<td>0.1841</td>
<td>0.1372</td>
<td>0.1252</td>
<td>0.0773</td>
<td>0.0606</td>
</tr>
<tr>
<td>B</td>
<td>[41.4]</td>
<td>[44.5]</td>
<td>[49.5]</td>
<td>[51.0]</td>
<td>[59.0]</td>
<td>[63.0]</td>
</tr>
<tr>
<td></td>
<td>(0.0210)</td>
<td>(0.0187)</td>
<td>(0.0153)</td>
<td>(0.0143)</td>
<td>(0.0100)</td>
<td>(0.0083)</td>
</tr>
<tr>
<td></td>
<td>0.2512</td>
<td>0.2154</td>
<td>0.1676</td>
<td>0.1552</td>
<td>0.1036</td>
<td>0.0847</td>
</tr>
<tr>
<td>C</td>
<td>[34.8]</td>
<td>[36.9]</td>
<td>[40.3]</td>
<td>[41.4]</td>
<td>[46.8]</td>
<td>[49.4]</td>
</tr>
<tr>
<td></td>
<td>(0.0234)</td>
<td>(0.0212)</td>
<td>(0.0179)</td>
<td>(0.0170)</td>
<td>(0.0127)</td>
<td>(0.0110)</td>
</tr>
<tr>
<td></td>
<td>0.3844</td>
<td>0.3397</td>
<td>0.2777</td>
<td>0.2611</td>
<td>0.1889</td>
<td>0.1608</td>
</tr>
<tr>
<td>D</td>
<td>[27.8]</td>
<td>[29.5]</td>
<td>[32.3]</td>
<td>[33.2]</td>
<td>[37.7]</td>
<td>[39.9]</td>
</tr>
<tr>
<td></td>
<td>(0.0302)</td>
<td>(0.0281)</td>
<td>(0.0248)</td>
<td>(0.0239)</td>
<td>(0.0192)</td>
<td>(0.0172)</td>
</tr>
</tbody>
</table>

1.60 S₂

<table>
<thead>
<tr>
<th>Lines</th>
<th>z_F &gt;</th>
<th>z_E &gt;</th>
<th>z_D &gt;</th>
<th>z_C &gt;</th>
<th>z_B &gt;</th>
<th>z_A</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.1865</td>
<td>0.1569</td>
<td>0.1185</td>
<td>0.1088</td>
<td>0.0693</td>
<td>0.0553</td>
</tr>
<tr>
<td>A</td>
<td>[-00.21]</td>
<td>[-00.16]</td>
<td>[-00.058]</td>
<td>[-00.02]</td>
<td>[00.167]</td>
<td>[00.27]</td>
</tr>
<tr>
<td></td>
<td>(0.0162)</td>
<td>(0.0145)</td>
<td>(0.0120)</td>
<td>(0.0113)</td>
<td>(0.0082)</td>
<td>(0.0070)</td>
</tr>
<tr>
<td></td>
<td>0.1884</td>
<td>0.1594</td>
<td>0.1215</td>
<td>0.1118</td>
<td>0.0724</td>
<td>0.0584</td>
</tr>
<tr>
<td>B</td>
<td>[00.80]</td>
<td>[01.03]</td>
<td>[01.43]</td>
<td>[01.56]</td>
<td>[02.29]</td>
<td>[02.69]</td>
</tr>
<tr>
<td></td>
<td>(0.0137)</td>
<td>(0.0120)</td>
<td>(0.0096)</td>
<td>(0.0089)</td>
<td>(0.0060)</td>
<td>(0.0049)</td>
</tr>
<tr>
<td></td>
<td>0.3028</td>
<td>0.2644</td>
<td>0.2122</td>
<td>0.1983</td>
<td>0.1395</td>
<td>0.1171</td>
</tr>
<tr>
<td>C</td>
<td>[01.07]</td>
<td>[01.32]</td>
<td>[01.7]</td>
<td>[01.18]</td>
<td>[02.65]</td>
<td>[03.06]</td>
</tr>
<tr>
<td></td>
<td>(0.0163)</td>
<td>(0.0146)</td>
<td>(0.0121)</td>
<td>(0.0114)</td>
<td>(0.0083)</td>
<td>(0.0071)</td>
</tr>
<tr>
<td></td>
<td>0.3028</td>
<td>0.2644</td>
<td>0.2122</td>
<td>0.1983</td>
<td>0.1395</td>
<td>0.1171</td>
</tr>
<tr>
<td>D</td>
<td>[00.68]</td>
<td>[00.83]</td>
<td>[01.09]</td>
<td>[01.17]</td>
<td>[01.64]</td>
<td>[01.89]</td>
</tr>
<tr>
<td></td>
<td>(0.0223)</td>
<td>(0.0205)</td>
<td>(0.0178)</td>
<td>(0.0170)</td>
<td>(0.0133)</td>
<td>(0.0117)</td>
</tr>
</tbody>
</table>

The tables of simulations correspond successively to the following changes in parameters: 1.15 M₂ instead of M₂; 1.60 S₂ instead of S₂. The first line of each cell for a given poverty line and a given quarter (A through D) shows the simulated Watts poverty measure. The second line, in brackets,
shows the percentage of variation when compared to the Watts poverty measure estimated with the initial distribution parameters. The third line, in parentheses, shows the estimated standard error of the predictor $WS$, $\hat{\sigma}_{WS}$. 
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Appendix:

The average Fisher information matrix of \((\hat{m}_1, \hat{m}_2, \hat{\sigma}_1, \hat{\sigma}_2, \hat{\rho})\) is:

\[
I\bar{F} = \begin{bmatrix}
\frac{1}{\sigma_1^2(1-\rho^2)} & \frac{\rho}{\sigma_1\sigma_2(1-\rho^2)} & 0 & 0 & 0 \\
\frac{\rho}{\sigma_1\sigma_2(1-\rho^2)} & \frac{1}{\sigma_2^2(1-\rho^2)} & 0 & 0 & 0 \\
0 & 0 & \frac{(2-\rho^2)}{\sigma_1^2(1-\rho^2)} & \frac{-\rho^2}{\sigma_1\sigma_2(1-\rho^2)} & \frac{\rho^2}{\sigma_2^2(1-\rho^2)} \\
0 & 0 & \frac{\rho^2}{\sigma_1\sigma_2(1-\rho^2)} & \frac{(2-\rho^2)}{\sigma_2^2(1-\rho^2)} & \frac{\rho}{\sigma_2^2(1-\rho^2)} \\
0 & 0 & \frac{\rho}{\sigma_2^2(1-\rho^2)} & \frac{\rho}{\sigma_2^2(1-\rho^2)} & \frac{1}{(1-\rho^2)^2}
\end{bmatrix}
\]

**Proof of Proposition 3:**

The vector of moments to consider for price index observation \(i\) is:

\[
\left( f_1 \equiv P_i - e^{m_2+\sigma_2^2/2}, f_2 \equiv P_i^2 - e^{2m_2+2\sigma_2^2} \right)
\]

The associated moment conditions are \(P_i - e^{m_2+\sigma_2^2/2} = 0, P_i^2 - e^{2m_2+2\sigma_2^2} = 0\).

Let be \(F_i(\theta) = (f_1, f_2)'\). Here, \(f_{ik}\) denotes the \(k^{th}\) moment condition \(f_k\) for observation \(i, k = 1, 2\).

It is clear that \(E[F_i] = 0\). This defines the ‘estimating equations’ for the MMEs. The formula in the proposition provides the asymptotic covariance matrix of the MMEs (see Davidson and McKinnon, 1993). Matrices \(D\) and \(\Phi\) have been calculated in the considered case by using the estimating equations.

**Proof of Proposition 4:** Direct consequences of Propositions 2, 3 and the non-correlation of \((\hat{m}_1, \hat{\sigma}_1)\) and \((\hat{m}_2, \hat{\sigma}_2)\). Under \(\rho = 0\), the two distributions of \(w\) and \(P\) are independent since those of \(\ln w\) and \(\ln P\) are independent. Then, \(\text{cov}(\hat{m}_1, \hat{m}_2) = \text{cov}(\hat{m}_1, \hat{\sigma}_2) = \text{cov}(\hat{\sigma}_1, \hat{m}_2) = \text{cov}(\hat{\sigma}_1, \hat{\sigma}_2) = 0\). \(IF^{-1}_1\) is the inverse of the relevant block of \(IF\) because the blocks on the second diagonal of \(IF\) are null. QED.
Proof of Proposition 5: The mapping $g$ transforming $(\hat{m}_1, \hat{\sigma}_1, \hat{m}_2, \hat{\sigma}_2)$, whose covariance matrix, $\Sigma_2$, is known, into WS can be decomposed into

$$(\hat{m}_1, \hat{\sigma}_1, \hat{m}_2, \hat{\sigma}_2) \xrightarrow{g_1} (\hat{m}_1, \hat{\sigma}_1, \hat{M}_2, \hat{S}_2^2) \xrightarrow{g_2} (\hat{m}_1, \hat{\sigma}_1, \theta_1 \hat{M}_2, \theta_2 \hat{S}_2^2) \xrightarrow{g_3} (\hat{m}_1, \hat{\sigma}_1, \hat{m}_2(\theta_1 \hat{M}_2, \theta_2 \hat{S}_2^2), \hat{\sigma}_2(\theta_1 \hat{M}_2, \theta_2 \hat{S}_2^2)) \xrightarrow{g_4} WS.$$  

Then, by using the delta method, the asymptotic covariance matrix of $WS$ is $(Jg) \Sigma_2 (Jg)'$ where $g = g_4 \circ g_3 \circ g_2 \circ g_1$, and $J$ denotes the operator Jacobian matrix. This yields by using the chain rule:

$$V(WS) = Jg_4 Jg_3 Jg_2 Jg_1 \Sigma_2 (Jg_1)'(Jg_2)'(Jg_3)'(Jg_4)' ,$$

which gives the result. QED.